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Abstract— Large Language Models (LLMs) have demon-
strated significant potential in Medical Report Generation
(MRG), yet their development requires large amounts of
medical image-report pairs, which are commonly scattered
across multiple centers. Centralizing these data is excep-
tionally challenging due to privacy regulations, thereby
impeding model development and broader adoption of
LLM-driven MRG models. To address this challenge, we
present FedMRG, the first framework that leverages Fed-
erated Learning (FL) to enable privacy-preserving, multi-
center development of LLM-driven MRG models, specif-
ically designed to overcome the critical challenge of
communication-efficient LLM training under multi-modal
data heterogeneity. To start with, our framework tackles
the fundamental challenge of communication overhead in
federated LLM tuning by employing low-rank factoriza-
tion to efficiently decompose parameter updates, signifi-
cantly reducing gradient transmission costs and making
LLM-driven MRG feasible in bandwidth-constrained FL set-
tings. Furthermore, we observed the dual heterogeneity in
MRG under the FL scenario: varying image characteris-
tics across medical centers, as well as diverse reporting
styles and terminology preferences. To address the data
heterogeneity, we further enhance FedMRG with (1) client-
aware contrastive learning in the MRG encoder, coupled
with diagnosis-driven prompts, which capture both globally
generalizable and locally distinctive features while main-
taining diagnostic accuracy; and (2) a dual-adapter mutual
boosting mechanism in the MRG decoder that harmonizes
generic and specialized adapters to address variations in
reporting styles and terminology. Through extensive eval-
uation of our established FL-MRG benchmark, we demon-
strate the generalizability and adaptability of FedMRG, un-
derscoring its potential in harnessing multi-center data and
generating clinically accurate reports while maintaining
communication efficiency.
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Fig. 1. Training a LLM-driven MRG model in FL settings face chal-
lenges: 1) heavy communication overheads, and 2) multi-modal data
heterogeneity among centers.

Index Terms— Federated Learning, Large Language
Model, Medical Report Generation, Data Heterogeneity.

I. INTRODUCTION

Recently, Large Language Models (LLMs) have emerged as
a promising approach for Medical Report Generation (MRG),
enabling automatic creation of detailed clinical descriptions
from medical images [1]–[10]. With their extensive pre-trained
knowledge and advanced reasoning capabilities [11], LLMs
demonstrate superior performance in capturing subtle clinical
findings and generating linguistically coherent reports, offer-
ing significant value in reducing radiologists’ workloads and
improving diagnostic efficiency. However, the advancement
of LLM-driven MRG faces substantial challenges, primarily
due to the fragmented and privacy-restricted nature of medical
report data across healthcare institutions [12]–[14].

Despite the growing volume of medical data, its utility is
often constrained by stringent privacy regulations and disparate
legal frameworks across regions and nations [15]. Sharing
medical imaging and report data between centers remains
legally prohibited in many cases, and even when sharing
is permissible, the transmission and storage of substantial
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datasets pose significant technical challenges [16]. Conse-
quently, individual medical centers face an acute scarcity of
training data when attempting to develop LLM-driven MRG
models independently. This situation is further complicated
by the massive parameter count of modern LLMs—typically
reaching billions—which inherently requires larger and more
diverse training datasets to achieve optimal performance [11].
This creates a paradoxical situation: while advanced LLMs
offer superior capabilities for medical report generation, they
simultaneously demand data volumes that exceed what single
institutions can typically provide. Beyond training challenges,
these data limitations directly impact clinical deployment
safety [17]. Limited exposure to diverse medical cases can
increase the generation hallucination of LLMs (a phenomenon
where LLMs produce text that is factually incorrect or un-
founded despite appearing fluent and coherent), which poses
significant risks when such models are applied in clinical
settings [18]. These interconnected challenges underscore the
urgent need for innovative approaches that can leverage dis-
tributed medical data while preserving privacy and addressing
the unique requirements of LLM-driven MRG systems.

Incorporating federated learning (FL) presents a promising
pathway for addressing the data challenges inherent in LLM-
driven MRG [19]. As a distributed learning paradigm that
enables collaborative model training across multiple centers
without direct data sharing [20], FL offers a potential solu-
tion for increasing data availability while preserving privacy
in the sensitive medical domain. However, deploying LLM-
driven MRG within an FL framework introduces substantial
technical challenges, particularly related to communication-
efficient LLM training under multi-modal data heterogeneity,
as illustrated in Fig. 1. One major obstacle is the massive
communication overhead imposed by LLMs’ billions of pa-
rameters. For example, considering that 1000 clients collab-
orate for training a PaLM [21] model and each client has a
network with a speed of 1GB/second, only the communication
between a single client and server needs 552 hours, and the
server network speed must be 1000GB/second for serving all
clients. Such prohibitive communication requirements render
conventional federated approaches infeasible for LLM-driven
MRG without specialized efficiency techniques.

On the other hand, the MRG task presents unique chal-
lenges for federated LLM training due to heterogeneity that
simultaneously spans both image and report data [22]. Unlike
single-modality FL problems, this dual heterogeneity creates
a compound effect where variations in one modality can
amplify inconsistencies in the other, undermining conventional
FL approaches [23]. The essence of this challenge lies in
the diverse and sometimes conflicting nature of parameter
distributions within the model’s trainable components, such
as the image encoder and text decoder, across different client
sites. Medical centers naturally exhibit significant variations in
imaging equipment, acquisition protocols, reporting templates,
and terminology preferences—creating a challenging environ-
ment where naive federation can lead to conflicting parameter
updates. When aggregated at the server, these conflicting
updates risk model degradation, instability, or even complete
collapse [24].

In this paper, we introduce Federated Learning for Medical
Report Generation, dubbed FedMRG, a novel framework
designed to communication-efficiently adapt LLMs for the
MRG task amidst multi-modal data heterogeneity across med-
ical centers. Our approach enables cooperative development
of LLM-driven MRG models while addressing the critical
challenges of data privacy and cross-institutional variability.
Specifically, FedMRG first incorporates low-rank factorization
to decrease the trainable parameter size of LLMs for each
client, achieving significant communication cost reduction in
the FL scenario. Further, we propose two integral components
to mitigate the challenge of FL data heterogeneity: hierarchical
contrasting and prompting (HCP) for the image encoder and
dual-adapter mutual boosting (DMB) for the text decoder.

On the image encoder, HCP employs a two-tier approach
that combines self-supervised contrastive learning in local
clients with negative samples from a global memory bank,
and further tokenizes diagnosis predictions to guide report
generation, ensuring both clinical precision and relevance. On
the text decoder, DMB integrates two complementary LLM
adapters: one optimized for generic global knowledge and
another specialized for local data nuances, facilitating syn-
ergistic improvement through mutual knowledge transfer. To
rigorously evaluate our approach, we developed FL-MRG, a
comprehensive benchmark that simulates real-world client data
heterogeneity. Extensive experiments demonstrate FedMRG’s
superior generalization and effectiveness, highlighting its po-
tential to benefit the development of real-world MRG models.
Our contributions can be highlighted in three folds:

1) We present the first framework that integrates FL with
LLM-driven MRG, pioneering a privacy-preserving ap-
proach for multi-center medical report generation that
specifically addresses the dual challenge of communica-
tion efficiency and multi-modal data heterogeneity.

2) We propose FedMRG, a novel framework with several
delicately designed modules: it first tackles communica-
tion overhead through parameter-efficient low-rank fac-
torization, then addresses multi-modal data heterogene-
ity via Hierarchical Contrasting and Prompting (HCP)
for image encoding and Dual-adapter Mutual Boosting
(DMB) for text decoding.

3) We establish FL-MRG, the first comprehensive bench-
mark for federated medical report generation that simu-
lates realistic cross-center heterogeneity. Through exten-
sive experiments comparing 14 state-of-the-art methods
and detailed ablation studies, we demonstrate FedMRG’s
superior performance in both communication efficiency
and clinical accuracy.

II. RELATED WORKS

A. Medical Report Generation

Medical Report Generation (MRG) aims to automate the
creation of narrative text from medical images [25]. It presents
unique challenges beyond standard image captioning, par-
ticularly in identifying clinical abnormalities and generat-
ing lengthier reports [7]. Recognizing its critical role in
healthcare, researchers have developed advanced approaches
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spanning memory modules [26]–[28], knowledge graphs [29]–
[32], multi-task learning frameworks [12], [33]–[37], and mix-
of-expert architectures [38]. Recent trends show significant
interest in adapting LLMs for MRG tasks [1]–[7], leveraging
their comprehensive knowledge foundations. Jin et al. [7],
for instance, enhanced diagnostic accuracy through diagnosis-
driven prompts guiding the decoding process. Building upon
miniGPT-4 [39], pioneering contributions from Liu et al. [6]
and Wang et al. [1] demonstrated the adaptation of pre-
trained LLMs to MRG tasks. Wang et al. [1] specifically
investigated three fine-tuning strategies for LLMs, establishing
their effectiveness for MRG applications. Concurrently, Liu
et al. [6] developed a bootstrapping approach for LLMs in
MRG using in-domain instance induction and coarse-to-fine
decoding, with similar concepts explored in [40].

Despite these advancements, a fundamental challenge per-
sists: limited availability of medical data directly constrains
the precision of generated reports, particularly for data-hungry
LLM-driven MRG systems. This limitation underscores the
relevance of integrating FL into LLM-driven MRG, where we
achieve it by introducing FedMRG. Unlike previous MRG
research, our work represents the first exploration of incor-
porating FL into MRG, offering transformative potential for
addressing persistent data limitations. By applying the FL
paradigm to LLM-driven MRG, we harness decentralized
computing to tackle data challenges effectively. FedMRG
enables collaborative model training across multiple centers
while maintaining data localization, thereby expanding avail-
able datasets for LLM-driven MRG models without requiring
data centralization, while simultaneously addressing data pri-
vacy and security concerns.

B. Federated Large Model Adaptation

Federated Learning (FL) emerges as a privacy-conscious
learning paradigm, where clients, following strict data privacy
standards, collaborate on model training without the necessity
of data sharing. Owing to its nature of boosting collaboration
and providing more data to foundation models, recently, a
lot of pioneered works have focused on introducing FL into
foundation model construction. They typically focus on de-
signing communication strategies and introducing parameter-
efficient fine-tuning (PEFT) methods to reduce the huge com-
munication overhead raised by the foundation model parameter
size [22], [41]–[48]. For example, CocktailSGD [41] combines
different classic communication strategies, including random
sparsification, top-K sparsification, and quantization, with the
local SGD algorithm to achieve superior communication effi-
ciency. As for leveraging parameter-efficient fine-tuning meth-
ods, previous works mainly discussed the utilization of meth-
ods such as the prompt learning [42]–[45], the MLP-based
adapter [22] and the low-rank adaptation [46]–[48] to reduce
the number of trainable parameters. For example, the low-rank
adaptation (LoRA) technique [49] could be simply integrated
into the federated learning setting to achieve communication-
efficient training. Similar adaptations from general domain to
federated learning includes Fed-Prefix [50], Fed-Prompt [51],
Fed-AdaLoRA [52], and Fed-Vera [53]. To further unlock

the low-rank constraints under the federated learning setting,
FedPara [54] re-parameterizes weight parameters of layers
using low-rank weights followed by the Hadamard product.
Although these methods can achieve adorable communication
efficiency and performance improvements, they are sensitive
to the intrinsic data heterogeneity in FL.

In the MRG task, the situation is more challenging since
there are two data modalities at the same time, which requires
re-designing another advanced framework instead of simply
applying existing PEFT methods in federated scenarios. Dif-
ferent from previous works [49]–[54], our paper emphasizes
the importance of addressing data heterogeneity when adapting
LLMs for the MRG task while maintaining communication
efficiency. While this challenge has been partially explored in
FedDAT [22], which also considers data heterogeneity mitiga-
tion and implements a dual adapter design, our framework
is specifically designed for medical report generation with
distinct technical contributions, i.e., our approach integrates
specialized encoder-decoder components that handle both vi-
sual feature heterogeneity through client-aware contrastive
learning and text heterogeneity via a dual-adapter mechanism
tailored for medical terminology and reporting styles across
different medical centers.

III. METHODOLOGY

A. Communication-efficient Federated MRG System
Training an LLM-driven MRG model in federated settings

presents a formidable challenge regarding communication effi-
ciency. The massive parameter count of LLMs renders training
with conventional federated algorithms, such as FedAVG [20],
prohibitively expensive in terms of communication overhead.
This communication bottleneck effectively makes the de-
ployment of LLM-driven MRG models impractical within
federated environments. To address this critical constraint, we
introduce FedMRG, a novel communication-efficient federated
MRG framework. FedMRG strategically leverages LLMs to
enhance MRG capabilities while simultaneously minimizing
both computational and communication resource demands.

1) Learning Objectives: In our framework, we consider
a federation of n client domains, denoted as D =
{D1, D2, . . . , Dn}. Each client domain Di maintains a local
dataset of paired medical images and reports (xi

k, r
i
k)

Ni

k=1,
sampled from its domain-specific distribution (X i,Ri). Our
primary objective is to develop a global MRG model that effec-
tively harnesses the collective knowledge from all distributed
clients. Through this federated approach, we aim to construct
a model that achieves robust generalization across both source
domains (D) and unseen domains (U), while minimizing
the communication overhead inherent in distributed learning
systems.

2) Base Architecture: In each client, we establish a vanilla
MRG encoder-decoder architecture as our foundation (Fig. 2),
comprising a visual encoder Fe that extracts visual features
from an image x and a frozen LLM decoder Fd with trainable
components that generates reports r conditioned on these
visual features. We denote visual feature extraction as Fe(x) =
{f1, f2, . . . , fS}, where fi ∈ RC represents a feature patch, C
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Fig. 2. The framework of FedMRG with three stages after model initialization: (1) Distribution: The server distributes initialized models to
clients. (2) Local Client Training: Clients train models using our two key modules: Hierarchical Contrasting and Prompting (HCP) addresses
image heterogeneity through client-aware feature contrasting (enabling inter- and intra-client knowledge sharing) and diagnosis-aware prompting
(converting disease predictions into tokens [BLA]/[POS]/[NEG]/[UNC] to guide generation); Dual-adapter Mutual Boosting (DMB) tackles text
heterogeneity using a generic adapter Ag for global patterns and a specialized adapter As for client-specific reporting styles. (3) Aggregation:
Only encoder parameters and generic adapters are uploaded to reduce communication overhead, which the server aggregates and redistributes.
This framework effectively addresses both communication efficiency and multi-modal data heterogeneity challenges in federated MRG.

denotes the feature dimension, and S is the number of patches.
We define a report with length T as r = {v1, v2, . . . , vT },
vi ∈ V, where V is the vocabulary. The decoding process can
be formulated as vt = Fd(f1, . . . , fS , v1, . . . , vt−1), where vt
is the token predicted at time step t. Given the prediction r′ and
ground truth report r, the loss function for report generation
employs language modeling loss LLM as

LLM (r′, r) = −
T∑

t=1

log p(vt|v1, v2, . . . , vt−1). (1)

3) Enabling Communication Efficiency through Low-rank
Adaptation: Inspired by [55], we incorporate low-rank adapta-
tion (LoRA) into our framework. LoRA introduces lightweight
adapters that efficiently modify the pre-trained LLM weights
without requiring full model updates. For each module m,
LoRA defines an adapter ∆θm = ∆θbm∆θam, where ∆θbm
and ∆θam are low-rank matrices. These adapters transform the
original weight matrix Wm as:

W ′
m = Wm +∆θbm∆θam (2)

This approach delivers substantial advantages for federated
MRG by dramatically reducing parameter updates and min-
imizing communication overhead. The low-rank structure of
the adapters enables efficient adaptation of the LLM to medical
domain specifics, while ensuring resource-efficient deployment
across distributed healthcare institutions. The compressed pa-
rameter space not only reduces communication costs but
also mitigates overfitting risks, making it particularly suitable
for federated learning environments where data privacy and
communication efficiency are paramount concerns.

In subsequent sections, we elaborate on our specific designs
for the image encoder (Sec. III-B), text decoder (Sec. III-C),
and present our comprehensive framework (Sec. III-D).

B. Hierarchical Contrasting and Prompting

While our LoRA-based LLM tuning substantially reduces
communication costs, making LLM training feasible in feder-
ated settings, the inherent isolation of client image data intro-
duces another significant challenge: learning globally general-
izable features while preserving client-specific characteristics,
particularly when processing heterogeneous medical image
data across centers. This challenge is especially pronounced
in medical report generation, where diseases, despite sharing
common classifications and symptoms, exhibit considerable
visual variations across different patients and medical centers
[16]. For example, while pneumonia may have standardized
diagnostic criteria, its visual presentation in chest X-rays can
vary dramatically due to patient-specific factors and center-
specific imaging protocols.

This duality — requiring both the capture of center-specific
lesion variations and maintenance of consistent diagnostic
interpretations — motivates our Hierarchical Contrasting and
Prompting (HCP) approach, drawing inspiration from [7], [56].
HCP addresses this challenge through two complementary
mechanisms: client-aware feature contrasting to learn dis-
criminative visual representations that encapsulate both local
variations and global patterns, and diagnosis-aware prompting
to provide structured guidance for the medical report gener-
ation process, ensuring both clinical accuracy and contextual
relevance. These modules operate synergistically to overcome
image heterogeneity across distributed client sites.

1) Client-aware Feature Contrasting: At the feature level,
HCP aims to incorporate the unique characteristics associated
with individual samples through contrastive learning. Beyond
the self-supervised contrastive learning on local clients, we
introduce a global memory bank M to achieve client-aware
feature representation learning by providing negative samples
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derived from other clients. M stores features randomly sam-
pled from each local client and updates and shares these fea-
tures through parameter communication. Specifically, within
a mini-batch, let i ∈ I ≡ {1...N} be the index of arbitrary
local samples, j(i) ∈ J ≡ {1′...N ′} be the index of samples
originating from the same sample i, and k ∈ M ≡ {1̂...N̂}
be the index of samples whose features are sampled from M.
We denote f ·

avg as the l2-normalized pooling features. The
contrastive loss Lhcl for sample i is then denoted as:

Li
hcl = − log

exp(f i
avg · f

j(i)
avg /τ)∑

a∈A(i) exp(f
i
avg · fa

avg/τ)
, (3)

where the · symbol denotes the inner product, τ is the
temperature parameter, and A(i) ≡ (J ∪ I ∪M)/{i, i′}.

2) Diagnosis-aware Prompting: To capture the similarity
among reports under the same diagnosis, we convert the
diagnosis prediction as the input prompt for the text decoder,
providing robust clinical guidance for text generation. Specif-
ically, our framework includes a disease classification branch
that performs 4-class classification (Blank, Positive, Negative,
Uncertain) for each disease. We leverage the cross-entropy loss
LCE to train this branch on disease labels. The classification
labels can be obtained with CheXbert [57] by converting
reports into 14 predefined disease labels, and the training can
be done with standard cross-entropy loss LCE.

During training, the ground-truth disease labels are con-
verted into four distinct token prompts: [BLA], [POS], [NEG],
and [UNC], which are added to the decoder’s vocabulary.
These diagnosis-based prompts are utilized as part of the
input in the text decoder. The text decoder then attends to
both the visual features and these diagnosis-specific prompts
during report generation, allowing it to incorporate diagnostic
information when generating clinically accurate reports ex-
plicitly. During inference, the diagnostic predictions from the
classification branch are converted into these prompt tokens
automatically, helping the model generate reports that are not
only linguistically coherent but also clinically accurate. This
approach is particularly effective in the federated learning
setting, where maintaining diagnostic consistency across het-
erogeneous client data is challenging.

In essence, HCP concentrates on optimizing the MRG en-
coder architecture, specifying the precise types of features and
prompts required to overcome the unique image heterogeneity
challenges presented by the FL setting. Features capture fine-
grained visual information, while prompts encapsulate coarse-
grained diagnostic context. Our approach is methodically
designed to be comprehensive, addressing both levels of infor-
mation granularity effectively. By seamlessly integrating these
complementary aspects, HCP enhances the model’s capacity
to extract distinctive yet generalizable features while ensuring
consistent performance across diverse client datasets.

C. Dual-adapter Mutual Boosting
While low-rank adapters (see Sec. III-A.3) substantially

reduce communication costs during LLM tuning, they exhibit
limitations in simultaneously capturing global patterns and
local variations across institutions, i.e., text heterogeneity.

A

Generic LoRA 𝓐𝒈

Bi-directional Knowledge Enhancement by Turns

B
LLM

ℎ

Specialized LoRA 𝓐𝒔

A
B

B
A

∑𝒘𝒊

𝑠!" ℎ!ℎ#𝑠#"

Copy 
Weights
& Freeze

Fig. 3. The DMB involves two adapter configurations and tuning
strategies, and bi-directional knowledge enhancement via distillation.

As previously established, healthcare facilities serve diverse
patient populations and maintain distinct documentation pro-
tocols and clinical specializations, resulting in highly vari-
able report structures and terminology. To address this chal-
lenge, we propose the Dual-adapter Mutual Boosting (DMB)
module, which implements a generic adapter for encoding
global reporting patterns while minimizing communication
overhead, alongside a specialized adapter for preserving client-
specific reporting styles without necessitating parameter shar-
ing. DMB facilitates bidirectional knowledge transfer between
these adapters through a mutual boosting mechanism, enabling
global insights to inform local adaptations and vice versa. This
architecture effectively balances communication efficiency
with the capacity to accommodate heterogeneous reporting
practices across distributed medical centers and institutions.

1) Dual-adapter Design: As illustrated in Fig. 3, DMB
integrates two distinct adapters into each layer of Fd: a
generic adapter Ag and a specialized expert adapter As.
Ag is designed to encode global knowledge patterns and
participates in cross-client communication. As concentrates on
the representation of client-specific knowledge and remains lo-
calized without participation in the aggregation of models. The
fundamental distinction between these adapters resides in their
architecture and operational functions: Ag is implemented as
a standard LoRA module and optimized through generic fine-
tuning, aggregating global knowledge via conventional feder-
ated averaging algorithms. As comprises two complementary
LoRA modules, trained through specialized fine-tuning. The
first module functions as a reservoir for global knowledge by
inheriting weights from Ag at the commencement of each
local training round before being frozen. The second module
extends this global foundation to capture local client-specific
nuances, facilitating specialized knowledge acquisition. This
dual-adapter configuration enables FedMRG to maintain an
optimal balance between global insights and domain-specific
characteristics.

2) Mutual Boosting Mechanism: Within our training frame-
work, we implement a mutual boosting mechanism to facilitate
bidirectional knowledge enhancement between Ag and As.
This mechanism ensures that local insights systematically
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Algorithm 1 Pseudocode of FedMRG
1: Server Initialization:
2: for each client i = 1, 2, . . . , n do
3: Initialize a MRG model with Fe and Fd

4: Freeze parameters of Fd

5: Insert As and Ag into Fd

6: Distribute initialized model to client i
7: end for
8: repeat
9: Local Client Training:

10: for each client i = 1, 2, . . . , n in parallel do
11: for each mini-batch j = 1, 2, . . . , N i do
12: Compute L1 := αLHCL+LCE+βLl2g+LLM

13: Optimize Fe and each Ag via L1

14: Compute L2 := αLHCL+LCE+βLg2l+LLM

15: Optimize Fe and each As via L2

16: Upload Fe and each Ag and As

17: end for
18: end for
19: Server Aggregation and Distribution:
20: Aggregate clients updated Fe and Ag

21: Distribute the aggregated components
22: until maximum communication rounds reached

inform the global perspective and vice versa, establishing
an effective conduit for knowledge exchange. Inspired by
previous works [58], [59], which demonstrate that specialized
models can substantially contribute to generalizable generic
models, we implement this mechanism through knowledge
distillation. We denote the report generation logits as srs and
srg , and the final layer hidden states as hs and hg from the
models incorporating As and Ag , respectively. Following [60],
we use cosine embedding loss Lcos and KL divergence loss
LKL(·||·) for knowledge distillation:

Ll2g = Lcos(hs, hg) + LKL(s
r
g||srs), (4)

Lg2l = Lcos(hg, hs) + LKL(s
r
s||srg), (5)

where Ll2g directs the transfer of local knowledge to the
generic adapter, and Lg2l guides the transfer of global insights
to the specialized adapter. During local training iterations,
Ag and As are alternately activated and optimized using the
language modeling loss LLM along with the corresponding
knowledge distillation losses.

Fundamentally, our DMB approach harnesses the com-
plementary strengths of both global and local knowledge
within a communication-efficient framework. By integrating
specialized adapters and facilitating reciprocal knowledge
transfer, we ensure the model maintains generalizability across
shared patterns while preserving adaptability to client-specific
nuances. This mutual boosting mechanism constitutes the
cornerstone of our approach, enabling both parameter-efficient
LLM adaptation and robust performance in the presence of text
data heterogeneity.

3) Inference Strategy with Dual Adapters: During the infer-
ence phase, our dual-adapter design provides flexibility based
on the deployment scenario. For personalized inference within

client_0 client_1 client_2 client_3 client_4 client_5 client_6 client_7 client_8 client_9
Client ID

cli
en

t_
0

cli
en

t_
1

cli
en

t_
2

cli
en

t_
3

cli
en

t_
4

cli
en

t_
5

cli
en

t_
6

cli
en

t_
7

cli
en

t_
8

cli
en

t_
9

Cl
ie

nt
 ID

0.00 0.09 0.37 0.15 0.21 0.19 0.29 0.41 0.21 0.15

0.09 0.00 0.31 0.13 0.23 0.20 0.23 0.36 0.17 0.13

0.37 0.31 0.00 0.38 0.52 0.48 0.22 0.25 0.24 0.43

0.15 0.13 0.38 0.00 0.19 0.11 0.25 0.35 0.17 0.12

0.21 0.23 0.52 0.19 0.00 0.09 0.39 0.52 0.35 0.11

0.19 0.20 0.48 0.11 0.09 0.00 0.33 0.45 0.28 0.10

0.29 0.23 0.22 0.25 0.39 0.33 0.00 0.21 0.18 0.29

0.41 0.36 0.25 0.35 0.52 0.45 0.21 0.00 0.22 0.44

0.21 0.17 0.24 0.17 0.35 0.28 0.18 0.22 0.00 0.26

0.15 0.13 0.43 0.12 0.11 0.10 0.29 0.44 0.26 0.00

Client Report Distance Heatmap (Word2Vec)

client_0 client_1 client_2 client_3 client_4 client_5 client_6 client_7 client_8 client_9
Client ID

cli
en

t_
0

cli
en

t_
1

cli
en

t_
2

cli
en

t_
3

cli
en

t_
4

cli
en

t_
5

cli
en

t_
6

cli
en

t_
7

cli
en

t_
8

cli
en

t_
9

Cl
ie

nt
 ID

0.00 0.76 2.68 0.61 0.99 0.84 2.29 2.07 1.00 0.51

0.76 0.00 2.16 0.80 1.57 1.32 1.77 1.62 0.66 0.74

2.68 2.16 0.00 2.70 3.35 3.16 0.94 1.44 1.95 2.74

0.61 0.80 2.70 0.00 1.02 0.63 2.23 1.95 0.86 0.43

0.99 1.57 3.35 1.02 0.00 0.50 2.86 2.72 1.70 0.93

0.84 1.32 3.16 0.63 0.50 0.00 2.69 2.46 1.41 0.71

2.29 1.77 0.94 2.23 2.86 2.69 0.00 1.24 1.55 2.25

2.07 1.62 1.44 1.95 2.72 2.46 1.24 0.00 1.24 2.11

1.00 0.66 1.95 0.86 1.70 1.41 1.55 1.24 0.00 1.03

0.51 0.74 2.74 0.43 0.93 0.71 2.25 2.11 1.03 0.00

Client Report Distance Heatmap (Bert-base-uncased)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

0.0

0.1

0.2

0.3

0.4

0.5

Fig. 4. Client split by report-based clustering causes obvious data
heterogeneity among clients at both word and semantics levels.

participating clients, both the generic adapter Ag and the
client’s specialized adapter As are activated and integrated
through a specific mechanism. After the input passes through
the frozen LLM backbone, the outputs from both adapters are
combined using a weighted sum:

output = α · Ag(x) + (1− α) · As(x), (6)

where x is the hidden representation from the LLM back-
bone and α is a weighting parameter (set to 0.5 in our imple-
mentation) that balances global and client-specific knowledge.
This integration mechanism ensures that the generated reports
maintain consistency with global standards while preserving
institution-specific terminology and reporting conventions.

For out-of-domain generalization scenarios, where the
model is deployed at new medical centers without specialized
adapters, only the generic adapter Ag is utilized. In this con-
figuration, all adaptation is handled exclusively by the generic
adapter, leveraging the collective knowledge aggregated across
all training clients.

D. Overall Framework of FedMRG
The pseudocode of the FedMRG algorithm is presented

in Algo. 1. Fundamentally, FedMRG operates through four
critical phases within a server-client architecture based on
FedAvg [20]. In the initialization phase, the server creates
and distributes n local MRG models to participating clients,
with each model’s decoder equipped with both generic and
specialized adapters. During the client training phase, each
client iteratively optimizes their model through: (1) adapter op-
timization using LLM for basic report generation capabilities
and Ll2g , Lg2l for bidirectional knowledge transfer between
adapters, and (2) encoder training utilizing hierarchical con-
trasting and diagnosis-aware prompting. Upon completion of
local training, clients upload only their encoder parameters and
generic adapter parameters to minimize communication over-
head. In the aggregation phase, the server conducts parameter
averaging on the received model components, followed by
the distribution phase, where these aggregated parameters are
transmitted back to reinitialize client-side models.

IV. EXPERIMENTS

A. Dataset Settings
1) Datasets and Federated Benchmark Design: We develop

a publicly-accessible federated MRG benchmark (FL-MRG) to
simulate realistic federated learning environments for medical
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TABLE I
COMPARISONS WITH SOTA FL AND MRG METHODS ON THE INTRA-DOMAIN TEST SET.

Model Comm. FL-MRG (Cluster) FL-MRG (Random)

BL1 BL2 BL3 BL4 ROU F1 REC PRE BL1 BL2 BL3 BL4 ROU F1 REC PRE

Federated & MRG Baseline
Centralized - 32.70 20.40 13.90 13.43 27.71 29.9 27.8 37.8 32.70 20.40 13.90 13.43 27.71 29.9 27.8 37.8
Transformer [26] 63M 27.05 17.00 11.43 8.16 26.54 16.1 13.8 23.3 27.68 17.48 11.86 8.54 26.82 19.0 16.0 28.3
R2Gen [26] 82M 26.93 16.80 11.33 8.15 25.94 17.3 14.7 25.4 27.95 17.62 11.90 8.54 26.73 20.8 17.2 32.1
WCL [35] 203M 37.28 23.02 15.31 10.87 26.60 32.0 29.6 41.0 32.54 18.63 12.24 8.99 26.13 27.8 31.3 37.5
DCL [31] 203M 36.96 22.59 15.10 10.86 26.75 28.4 26.2 36.3 37.11 23.46 15.42 11.22 27.08 29.6 27.1 38.7

LLM-Driven MRG
R2GenGPT [1] 51M 39.40 24.94 17.01 12.27 27.22 26.6 23.8 35.7 38.78 24.62 16.87 12.19 27.04 29.1 27.3 36.9
PromptMRG [7] 59M 38.23 24.05 16.43 11.79 26.70 30.7 26.4 43.2 39.20 24.87 17.04 12.26 27.14 32.2 28.5 43.3
Fed-AdaLoRA [52] 57M 39.75 24.90 16.85 12.03 27.10 29.9 27.2 38.7 40.31 25.42 17.30 12.40 27.30 30.8 28.4 39.0
FedPara [54] 76M 38.48 24.16 16.38 11.74 26.13 26.4 23.8 35.0 39.78 25.03 16.99 12.19 27.11 27.3 23.9 37.5
Fed-LoRA [49] 59M 39.30 24.68 16.75 12.01 26.82 25.1 21.8 35.2 40.13 25.50 17.45 12.57 27.34 30.0 28.0 38.0
Fed-Prefix [50] 103M 38.46 24.10 16.43 11.90 26.77 26.9 24.1 35.5 39.57 24.88 16.94 12.19 27.06 28.0 25.4 36.3
Fed-Prompt [51] 102M 38.27 23.93 16.21 11.65 26.54 28.4 25.7 37.1 39.11 24.73 16.92 12.21 27.11 29.4 26.3 38.7
Fed-Vera [53] 51M 38.03 23.89 16.22 11.64 26.58 25.4 23.1 33.8 39.10 24.63 16.76 12.12 27.03 27.0 24.0 36.9
FedDAT [22] 88M 35.29 21.95 14.92 10.69 25.44 17.7 15.1 25.9 38.69 24.41 16.56 11.84 26.63 29.1 26.1 38.8

FedMRG (Ours) 59M 40.19 25.52 17.55 12.68 27.55 33.9 30.2 45.4 40.48 25.80 17.80 12.36 27.33 35.6 32.4 45.8

TABLE II
COMPARISONS WITH SOTA FL AND MRG METHODS ON THE UNSEEN DOMAIN TEST.

Model Comm. FL-MRG (Cluster) FL-MRG (Random)

BL1 BL2 BL3 BL4 ROU F1 REC PRE BL1 BL2 BL3 BL4 ROU F1 REC PRE

Federated & MRG Baseline
Centralized - 39.56 22.39 13.42 8.55 28.85 15.2 15.2 15.8 39.56 22.39 13.42 8.55 28.85 15.2 15.2 15.8
Transformer [26] 63M 32.04 18.62 11.25 6.66 26.07 13.62 13.44 14.20 34.15 19.10 12.06 7.73 26.10 14.2 14.1 14.6
R2Gen [26] 82M 32.50 17.78 10.14 6.20 25.68 13.4 13.8 13.2 35.91 20.45 12.06 7.50 26.83 13.3 13.1 13.7
WCL [35] 203M 32.23 16.64 8.80 5.05 21.99 13.46 13.26 6.30 36.31 21.58 12.33 8.01 27.53 13.5 13.5 14.0
DCL [31] 203M 31.36 16.53 9.06 5.36 23.26 13.27 13.18 14.06 35.40 19.92 11.56 7.15 25.48 13.0 13.0 13.4

LLM-Driven MRG
R2GenGPT [1] 51M 38.68 22.22 13.52 8.73 26.43 13.19 12.80 14.34 39.71 23.20 14.11 9.06 26.56 13.0 12.7 14.0
PromptMRG [7] 59M 42.18 25.33 16.28 11.05 30.61 18.17 15.76 16.39 42.05 25.10 15.99 10.79 29.99 17.0 14.9 15.4
Fed-AdaLoRA [52] 57M 36.93 21.08 12.71 8.11 25.66 13.01 12.78 13.91 38.40 22.04 13.17 8.29 26.28 12.9 12.7 13.8
FedPara [54] 76M 37.40 21.17 12.45 7.76 25.65 11.71 11.49 12.36 38.10 21.82 13.06 8.26 26.27 12.4 12.1 13.3
Fed-LoRA [49] 59M 38.04 21.74 13.12 8.34 25.74 12.69 12.38 13.71 39.88 23.15 14.04 9.00 27.10 14.0 13.7 15.0
Fed-Prefix [50] 103M 37.68 21.63 13.19 8.53 25.82 13.07 12.76 14.08 37.85 21.62 12.98 8.24 26.17 12.5 12.3 13.4
Fed-Prompt [51] 102M 36.80 20.78 12.37 7.80 25.53 12.38 12.12 13.27 39.42 22.71 13.63 8.64 26.47 13.2 12.9 14.2
Fed-Vera [53] 51M 37.23 21.05 12.54 7.96 25.38 12.68 12.35 13.60 39.95 23.28 14.30 9.26 26.69 12.7 12.4 13.7
FedDAT [22] 88M 36.16 21.30 13.62 9.19 26.02 11.11 10.92 11.69 38.53 22.32 13.41 8.49 26.19 13.9 13.7 14.9

FedMRG(Ours) 59M 43.55 26.38 17.30 11.95 29.73 19.69 17.22 17.86 42.99 25.70 16.45 11.15 29.66 18.1 16.3 16.6

report generation. Our benchmark incorporates two established
chest X-ray datasets: 1) MIMIC-CXR [16], the largest avail-
able MRG dataset containing 276,778 images with corre-
sponding reports after standardized preprocessing [26]; and
2) IU X-Ray [61], a widely adopted MRG evaluation dataset
comprising 4,168 images following preprocessing procedures
outlined in [7]. Specifically, we construct our federated MRG
benchmark by partitioning the official MIMIC-CXR training
set into ten distinct subsets using two approaches: patient-level
random sampling (FL-MRG Random) and patient-level report-
based clustering (FL-MRG Clustering). Within FL-MRG, 90%
of each local dataset is allocated for training purposes, while
the remaining 10% serves as client-specific validation data.
To comprehensively evaluate FedMRG’s effectiveness and
generalization capabilities in federated learning scenarios, we
implement two distinct evaluation protocols: in-domain testing
using the original MIMIC-CXR test set and unseen domain
testing using the complete IU X-Ray dataset. To the best
of our knowledge, FL-MRG represents the first benchmark
specifically designed to simulate real-world federated chest X-
ray environments, featuring a comprehensive evaluation across

both intra-domain and inter-domain settings.
2) Client Heterogeneity Discussion: Through patient-level

random sampling and report-based clustering approaches, we
simulate realistic data heterogeneity and distribution patterns
characteristic of real-world federated learning environments.
The patient-level partitioning strategy reflects the natural dis-
tribution of medical data across diverse healthcare institutions,
further enhanced by applying client-specific visual transfor-
mations — including blurring, contrast modifications, and
brightness adjustments — to simulate imaging device vari-
ability across facilities, following methodologies established
in [62]. FL-MRG (Random), implemented through stratified
random sampling, ensures heterogeneous case distribution
across subsets, reflecting the inherent unpredictability and
diversity of distributed medical data sources while introducing
moderate data heterogeneity. Conversely, FL-MRG (Cluster-
ing), employing report-based clustering algorithms, strategi-
cally groups similar clinical cases, simulating the geograph-
ical concentration of specific conditions or diseases within
particular regions or demographic populations. This approach
generates more pronounced data heterogeneity across clients,
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as quantitatively demonstrated in Fig. 4.
3) Real-world Federated Setting: To rigorously evaluate

FedMRG’s generalization capabilities and personalization ef-
ficacy under more realistic federated learning settings, we in-
corporate a comprehensive multi-source dataset by integrating
CheXpert+ [57], comprising 224,316 chest radiographs (both
frontal and lateral views) from 65,240 patients. Following
meticulous quality assessment and clinical relevance filtering
— excluding reports with fewer than 20 words and those lack-
ing a structured “findings” section — we extract approximately
55,000 high-quality image-report pairs from CheXpert+ and an
equivalent volume from MIMIC-CXR [16]. We strategically
partitioned each institutional dataset across three distinct feder-
ated clients, creating a genuine multi-institutional collaborative
dataset that preserves the naturally occurring data heterogene-
ity intrinsic to different healthcare facilities, rather than relying
solely on artificial transformations. This enhanced evaluation
approach enables us to assess FedMRG’s performance under
conditions that closely mirror real-world clinical deployment
scenarios across diverse medical institutions.

4) Evaluation Metric: We evaluated model performance with
both natural language generation (NLG) metrics and clinical
efficacy (CE) metrics, following [7]. The NLG metrics include
BLEU (BL1-BL4) [63], CIDEr (CID) [64], and ROUGE-
L (ROU) [64]. Additionally, following [65], the CE metrics
include example-based precision score (PRE), example-based
recall score (REC), and example-based F1 score (F1), which
are evaluated by converting reports into 14 disease classifica-
tion labels using CheXbert [66].

B. Implementation Details

We differentiate between two categories of language models
based on parameter scale: Conventional Language Models
(CLMs) with parameters under 1B, and Large Language
Models (LLMs) exceeding this threshold. This distinction is
necessitated by the communication efficiency requirements
inherent to federated learning settings [19]. For CLMs, we
designate all parameters as trainable and allow their par-
ticipation in cross-client communications. Conversely, for
LLMs, the computational and bandwidth costs associated
with transmitting and distributing their complete parameter
sets are prohibitively expensive and practically infeasible,
as substantiated by previous research [22]. Therefore, when
utilizing LLMs, we maintain their parameters in a frozen
state and exclude them from communication except during
the initial model distribution phase. Within our framework,
the visual encoder and global adapters remain trainable and
participate in communication, while personalized adapters,
though trainable, are restricted to local updates without cross-
client transmission. Our implementation employs an ImageNet
pre-trained ResNet-101 [67] as the visual encoder and Llama2-
7B-Chat-HF [11] as the language decoder. We optimize the
model using AdamW [68] with a weight decay coefficient of
0.05. The learning rate is initialized at 5e-5 and modulated
according to a cosine learning rate schedule. The federated
training process encompasses 1000 communication rounds,
with each local model processing approximately 2% of its

client-specific dataset per round. We configure the training
with a batch size of 16, standardize input images to 224×224
dimensions, and set the temperature parameter τ to 0.07. The
entire system was implemented using the PyTorch framework
and trained on a single H800 GPU.

C. Main Results

1) Comparison Method: We conduct a comparative analysis
of our FedMRG method with several state-of-the-art (SOTA)
methods in the MRG field, namely Transformer [26], R2Gen
[26], WCL [35], R2GenGPT [1], DCL [31], and PromptMRG
[7]. Notably, the R2GenGPT model employs a frozen LLM,
Llama2-7B, as its decoder component. Additionally, our ex-
periment encompasses several federated and LLM efficient
adaptation algorithms, including the classic FedAvg [20], and
AdaLora [52], FedPara [54], LoRA [49], Prefix [50], Prompt
[51], Vera [53], and FedDAT [22]. During our experiments, we
treated FedAvg as the default FL algorithm for MRG methods
and the Transformer as the baseline method. The top two
scores are denoted in bold and by underlining.

2) Inside-federation Comparison: As shown in Table I, we
first set the Transformer model as the baseline to investi-
gate the performance gap between centralized and federated
learning scenarios. Notably, the Transformer’s performance
decreases substantially within the federated setting compared
to centralized training, highlighting the significant challenges
that MRG models face in a data-isolated federated context.
When combining FedAvg with state-of-the-art (SOTA) MRG
methods, we observe significant performance improvements
over the baseline model, demonstrating their effective designs
for MRG tasks. Both WCL and DCL introduce representation
learning, enhancing the performance of basic MRG models.
Additionally, our results show that LLM-driven MRG models
consistently outperform conventional MRG methods, empha-
sizing the importance of integrating LLMs into MRG, espe-
cially in federated scenarios. As expected, FedMRG stands
out due to its design of representation learning and compre-
hensive adapter-based personalization approach, consistently
outperforming established methods across both inside-client
and MIMIC tests. These results validate the effectiveness of
FedMRG in handling the inherent multi-modal data hetero-
geneity in federated settings while maintaining low communi-
cation costs. This makes it particularly suitable for training
LLM-driven MRG models in federated healthcare environ-
ments.

3) Outside-federation Comparison: Robust generalization
capability is essential for effective FedMRG methods. To
evaluate this aspect, we conducted a challenging unseen do-
main generalization test using the complete IU X-Ray dataset,
following the protocol established in [7]. As shown in Table
II, FedMRG maintains its superior performance compared to
other SOTA methods, demonstrating its resilience to domain
shifts between the MIMIC and IU X-Ray datasets. In this
outside-federation comparison, we observe a general perfor-
mance decline relative to inside-federation results, highlighting
the significant impact of data heterogeneity. Notably, the LLM-
driven MRG models powered by Llama2 show a smaller
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TABLE III
EVALUATION OF FEDMRG AND BASELINE METHODS UNDER REAL-WORLD FEDERATED SETTINGS. RESULTS ON INTERNAL TEST

SET AND EXTERNAL TEST SET (IU X-RAY) ARE SHOWN, RESPECTIVELY.

Model Comm. Internal Test (MIMIC-CXR & Chexpert+) External Test (IU X-ray)

BL1 BL2 BL3 BL4 ROU F1 REC PRE BL1 BL2 BL3 BL4 ROU F1 REC PRE

Federated & MRG Baseline
Centralized - 21.39 13.45 9.20 6.49 24.92 21.76 18.72 27.46 33.93 19.71 12.41 8.11 28.46 13.23 13.09 13.58
Transformer [26] 63M 18.33 11.73 8.01 5.69 24.82 14.28 12.45 18.55 36.98 23.34 15.98 11.49 30.56 12.49 12.44 12.59
R2Gen [26] 82M 19.51 12.36 8.38 5.87 24.82 19.35 16.48 27.17 32.47 19.84 12.89 8.68 29.41 13.04 12.94 13.32
WCL [35] 203M 28.68 16.77 10.21 6.51 22.63 15.09 13.50 20.69 26.94 14.99 8.48 5.25 21.85 5.44 5.52 5.52
DCL [31] 203M 29.97 17.64 10.98 7.19 22.99 10.59 9.86 13.05 38.90 22.77 13.62 8.63 25.99 9.85 9.84 9.91

LLM-Driven MRG
R2GenGPT [1] 51M 30.16 17.46 11.16 7.48 23.18 13.85 12.14 18.31 37.69 24.51 17.56 13.07 33.18 9.96 9.93 10.05
PromptMRG [7] 59M 34.57 20.68 13.29 8.90 24.08 12.65 10.73 17.99 37.01 23.01 15.65 11.18 28.16 10.03 9.97 10.20
Fed-AdaLoRA [52] 57M 31.72 18.55 11.89 7.98 23.32 15.87 13.74 21.78 37.61 24.51 17.66 13.18 33.12 10.07 10.01 10.24
FedPara [54] 76M 31.10 18.37 11.85 8.02 23.66 16.32 14.01 22.82 37.54 24.16 17.16 12.60 32.56 10.04 9.97 10.23
Fed-LoRA [49] 59M 35.29 20.38 12.79 8.48 23.54 19.96 17.06 28.14 36.75 23.60 16.50 11.98 30.22 10.50 10.93 12.35
Fed-Prefix [50] 103M 32.92 19.55 12.52 8.45 23.72 19.08 16.39 26.43 39.61 25.64 18.06 13.23 32.16 10.42 10.28 10.77
Fed-Prompt [51] 102M 34.10 20.79 13.56 9.30 24.75 17.71 15.46 24.10 43.80 27.95 19.53 14.19 29.81 10.21 10.11 10.50
Fed-Vera [53] 51M 32.60 19.18 12.43 8.42 23.56 14.88 13.23 19.39 39.01 25.90 18.90 14.27 33.73 9.96 9.93 10.03
FedDAT [22] 88M 33.01 19.27 12.26 8.09 23.58 21.17 19.01 28.18 39.11 24.86 17.54 12.88 32.43 10.58 10.36 11.18

FedMRG (Ours) 59M 35.29 21.14 13.98 8.90 24.34 22.61 20.05 29.76 42.49 28.62 20.55 14.92 33.57 15.37 15.42 16.18

performance drop compared to conventional methods. This
indicates the strategic advantage of incorporating advanced
LLMs within MRG frameworks, an approach that has proven
particularly effective for FedMRG. Meanwhile, PromptMRG
performs exceptionally well in cross-domain settings, likely
due to its specialized prompt design that captures diagnostic
information. Our approach extends this concept by integrat-
ing representation learning to capture discriminative knowl-
edge, thereby achieving superior performance across both
CE and NLG metrics. In summary, these results demonstrate
FedMRG’s ability to deliver both personalized and general-
izable MRG models while confirming the effectiveness of
its design in addressing the complex challenges inherent to
federated medical report generation.

4) Clinical Efficiency Investigation: We have conducted a
comprehensive evaluation using CE metrics, which are essen-
tial for assessing the practical utility of MRG models in real-
world healthcare environments. As demonstrated in Table I and
Table II, our method consistently outperforms other models
in CE metrics across both inside-federation and outside-
federation tests. This superior clinical performance can be at-
tributed primarily to our integration of representation learning
modules and the explicitly designed diagnosis prompts. By
providing the LLM decoder with more discriminative visual
features and structured diagnosis information as prompts, our
approach enables enhanced diagnostic awareness within the
generation process. This improved clinical context allows
the model to generate more accurate and clinically relevant
reports, ultimately enhancing diagnostic efficiency in practical
medical settings.

5) Real-world Federated Setting: Table III presents our
evaluation of FedMRG under more challenging real-world
federated conditions, where we integrate both MIMIC-CXR
and CheXpert+ datasets across multiple clients to simulate
genuine cross-institutional heterogeneity. The results reveal
several notable patterns. First, FedMRG consistently outper-
forms all baseline and state-of-the-art methods on both internal
validation (MIMIC-CXR & CheXpert+) and external testing

TABLE IV
ABLATION STUDY ON THE MIMIC-CXR TEST.

Model BL1 BL2 BL3 BL4 ROU F1 REC PRE

FedMRG 40.2 25.5 17.6 12.7 27.6 33.9 30.2 45.4

· w/o As 38.7 24.2 16.4 11.6 26.7 32.0 29.1 41.8
· w/o Lhcl 37.9 23.7 16.1 11.5 26.7 30.8 27.5 41.3
· w/o p 38.2 24.1 16.4 11.8 26.8 29.3 26.3 38.5
· w/o Lg2l 39.6 24.9 17.0 12.2 27.2 31.5 27.2 44.2
· w/o Ll2g 39.6 24.9 16.9 12.2 27.1 30.8 26.3 43.9

(IU X-Ray), demonstrating robust generalization across di-
verse data sources. For internal tests, our approach achieves the
highest scores in both language generation metrics and clinical
efficacy measures, with particularly significant improvements
in precision and recall compared to the second-best method.

On the unseen IU X-Ray dataset, FedMRG also achieves
comparable or superior performance compared to baseline
methods. These results validate that FedMRG not only ad-
dresses the technical challenges of federated medical report
generation but also offers a practical solution for real-world
clinical deployment across diverse healthcare institutions.

D. Ablation Studies

1) Effects of Each Component: We have conducted an
ablation study to analyze the contributions of individual
components within the FedMRG framework, with results
presented in Table IV. This systematic evaluation involved
removing specific elements sequentially and measuring the
resultant impact on performance metrics. As evidenced in
the results, removing the representation loss Lhcl leads to
a significant performance decline across all metrics, high-
lighting its essential role in enhancing the quality and clin-
ical relevance of generated reports. Similarly, excluding the
specialized adapter As and prompts p results in diminished
performance, particularly in NLG metrics, demonstrating their
importance in aligning linguistic patterns between global and
local knowledge bases. Additionally, the individual contribu-
tions of knowledge transfer guidance functions Lg2l and Ll2g
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Fig. 6. Effects on hyper-parameters on the model performance.

prove to be substantial. Their removal causes consistent perfor-
mance reductions across metrics, illustrating their synergistic
effect in optimizing model performance and confirming the
effectiveness of our mutual knowledge boosting mechanism.
These experimental findings confirm that each component
of FedMRG contributes meaningfully to the model’s overall
effectiveness. The observed performance degradation when
components are removed demonstrates the integrated nature of
FedMRG’s architecture, where each element serves a specific
purpose in enabling the generation of accurate and clinically
valuable medical reports.

2) Investigation on Class Heterogeneity and Federation
Scale: We have further evaluated our model’s performance
through intra-domain tests across various federated configu-
rations, examining the effects of client heterogeneity levels
and federation size, as illustrated in Fig. 5. First, we distribute
data across ten clients using the Dirichlet method, with con-
centration parameter α ranging from 0.1 to 0.9, while main-
taining client data samples between 4000 and 7000 to avoid
empty-sample scenarios. Subsequently, we explore the impact
of federation scale by varying the number of participating
clients from 2 to 10, aiming to understand how participant
count and data distribution influence model performance. Our
analysis revealed that the baseline model exhibited significant
performance fluctuations across different heterogeneity levels
and federation sizes. Specifically, performance scores ranged
from 34.51 to 38.87 (w/ std of 1.358) and 35.01 to 37.26 (w/
std of 0.561), respectively. These variations indicate sensitivity
to federation configuration and highlight the baseline model’s
limitations in scaling capabilities and adaptation to client
heterogeneity. In contrast, FedMRG demonstrated more con-
sistent performance with notable improvements as federation
scale increased and heterogeneity decreased. Results ranged
from 48.69 to 51.33 (w/ std of 0.897) and 47.2 to 51.08
(w/ std of 1.096), respectively. This performance stability and

progressive enhancement underscore FedMRG’s superior scal-
ability and effectiveness in leveraging expanded federations
while accommodating client data heterogeneity.

3) Impacts of Hyper-parameters on Model Performance: As
illustrated in Fig. 6, we identify clear performance trends
related to temperature parameter τ , representation loss weight,
and knowledge distillation weight. The temperature parameter
τ functions as a scaling factor that controls the separation be-
tween positive and negative examples in contrastive learning.
Our experiments demonstrate an inverse relationship between
temperature values and model performance. Higher tempera-
ture settings tend to smooth the feature distribution, resulting
in less discriminative representations. Consequently, increas-
ing temperature values correlate with performance degradation
across both IU X-Ray and MIMIC datasets. For representation
loss weight, we find that careful calibration is essential for
optimal performance. As shown in the middle panel of Fig.
6, intermediate values of representation loss weight produce
superior results. Both excessively low and high weights com-
promise the model’s representation learning capabilities, indi-
cating that moderate emphasis on representation loss achieves
an effective balance between task-specific learning and fea-
ture representation quality. Regarding knowledge distillation
weight, the right panel of Fig. 6 reveals an optimal range
for this parameter. While knowledge distillation facilitates
information transfer between model components, either too
low or too high a weight can adversely affect performance.
Our analysis confirms that moderate knowledge distillation
weights achieve the best results, ensuring effective knowledge
transfer while preserving the integrity of primary learning
objectives. These findings emphasize the importance of careful
hyper-parameter tuning to maintain an appropriate balance
between competing learning objectives. Optimal configuration
of temperature τ , representation loss weight, and knowledge
distillation weight proves critical for maximizing model per-
formance in federated MRG.

4) Comparison in Generated Reports: As shown in Fig. 7,
we provide qualitative examples from the baseline model and
FedMRG across multiple patients. In the comparison of dif-
ferent case reports, the baseline model tends to generate more
generalized predictions, lacking specific descriptive elements.
For Patient 1 and 2, our model demonstrates better align-
ment with ground truth findings, correctly capturing details
like “midline sternotomy wires” and the stability of cardiac
contours. For Patient 3, the baseline struggles with consistency,
missing the sternotomy wire in some reports while mentioning
it in others. In contrast, FedMRG shows stronger continuity
across multiple scans, noting patient-specific findings like
“subsegmental atelectasis” and maintaining awareness of the
patient’s history through references such as “previously de-
scribed left-sided internal jugular approach central venous
line.”

Our model’s enhanced performance can be attributed to
the specific design of representation learning that captures
potential correlations among different views, along with our
dual-adapter mechanism that balances global knowledge with
patient-specific features. The qualitative results suggest that
FedMRG offers improved clinical detail, report consistency,
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Ground-Truth
GT1: Frontal and lateral views of the chest were 
obtained. Rounded calcified nodule in the region of the 
posterior right lung base is seen and represents 
calcified granuloma on cts dating back to likely 
secondary to prior granulomatous disease. Previously 
seen lymph node and right hilar lymph nodes are better 
on ct. No focal consolidation is seen. There is no 
pleural effusion or pneumothorax. Cardiac and 
mediastinal silhouettes are stable with possible slight 
decrease in right paratracheal prominence.

GT2: In comparison with the study of there is no 
evidence of pneumothorax. Continued low lung volumes 
with substantial mass in the right paratracheal region.

GT3: The lungs are low in volume. There is no focal 
airspace consolidation to suggest pneumonia. No pleural 
effusions, pulmonary edema, or pneumothorax. A 
calcified granuloma is present below the medial aspect 
of the right hemidiaphragm. The inferior sternotomy 
wire is fractured but unchanged. Post-CABG changes 
noted.

GT4 (Follow-up report): Calcified pulmonary nodule in 
posterior right lung base, unchanged from priors. 
Enlarged right hilar and mediastinal lymph nodes 
causing opacity at right hilum and fullness in right 
paratracheal region. No pleural effusion, pneumothorax 
or focal consolidation. Post sternotomy changes with 
intact CABG wires. Cardiac silhouette normal in size.

Baseline
Pred1: The lungs are clear
without focal consolidation. No
pleural effusion or pneumothorax
is seen. The cardiac and
mediastinal silhouettes are
unremarkable.

Pred2: As compared to the
previous radiograph there is no
relevant change. Borderline size
of the cardiac silhouette
without pulmonary edema. No
pleural effusions. no pneumonia.
No pneumothorax.

Pred3: Pa and lateral views of
the chest provided. Midline
sternotomy wires and mediastinal
clips are again noted. There is
no focal consolidation effusion
or pneumothorax. Imaged osseous
structures are intact.

Pred4: As compared to the
previous radiograph there is no
relevant change. Normal lung
volumes. Normal size of the
cardiac silhouette. Normal hilar
and mediastinal structures. no
pneumonia no pulmonary edema.

FedMRG
Pred1: AP upright and lateral views of the
chest provided. Midline sternotomy wires
and mediastinal clips are again noted.
There is no focal consolidation effusion or
pneumothorax. The cardio and mediastinal
silhouette is normal. Imaged osseous
structures are intact. No free air below
the right hemidiaphragm is seen.

Pred2: As compared to the previous
radiograph, there is no relevant change.
The cardiac mediastinal and hilar contours
appear stable. There is no pleural effusion
or pneumothorax. The lungs appear clear.

Pred3: The pulmonary vasculature is normal.
Apart from subsegmental atelectasis in the
left lung base. The lungs are clear. No
pleural effusion or pneumothorax is seen.
There are no acute osseous abnormalities.

Pred4: Pa and lateral chest views were
obtained with patient in upright position.
The same holds for the previously described
left - sided internal jugular approach
central venous line. No pneumothorax has
developed. The pulmonary vasculature is not
congested. No signs of acute or chronic
parenchymal infiltrates are present and the
lateral and posterior pleural sinuses are
free. No pneumothorax in the apical area.

Patient 1

Patient 2

Patient 3

Patient 3

Fig. 7. Qualitative examples of the baseline and FedMRG. Blue font indicates consistent content with the ground-truth, while red font indicates
patient-aware content.

and patient-specific context awareness, which may translate to
better patient-friendly clinical utility in real-world settings.

V. CONCLUSION AND DISCUSSION

In this paper, we propose FedMRG, an effective approach
to transform LLMs for communication-efficient MRG, rep-
resenting a significant stride towards addressing the complex
challenges of data privacy and accessibility in medical report
generation under federated learning settings. FedMRG em-
ployed hierarchical contrastive learning and prompting to learn
globally generalizable feature representations while preserving
instance-level differences, and leveraged hybrid expert fusion
through dual adapters to achieve effective communication-
efficient LLM adaptation. Our extensive experiments highlight
FedMRG’s proficiency in leveraging diverse, multi-center data
to produce accurate and clinically relevant reports.

While FedMRG demonstrates strong performance, we ac-
knowledge several limitations that warrant future investigation.
Our approach simulates heterogeneity through visual transfor-
mations and report-based clustering, but real-world medical
data heterogeneity is more complex, encompassing variations
in disease prevalence, patient demographics, and institutional
reporting preferences. Additionally, our framework assumes
synchronized client participation, which may not always be
feasible in clinical environments with varying operational
schedules.

FedMRG balances the competing demands of data privacy,
communication efficiency, and report quality while demon-
strating robust generalization capabilities across both seen and
unseen domains. The performance on the IU X-Ray dataset
highlights the model’s resilience to domain shift, which is
crucial for clinical deployment where models must perform re-
liably across diverse settings. Furthermore, the communication
efficiency achieved through low-rank adaptation makes our
approach particularly suitable for scaling to larger federations
of medical institutions, with our experiments suggesting that

performance generally improves as more clients join the feder-
ation. By effectively addressing the unique challenges of multi-
modal data heterogeneity in federated settings, FedMRG paves
the way for future research in secure, collaborative medical
data utilization.
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