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Abstract

Cervical cancer is a leading malignancy in female reproductive system. While
Al-assisted cytology offers a cost-effective and non-invasive screening solution,
current systems struggle with generalizability in complex clinical scenarios. To
address this issue, we introduced Smart-CCS, a generalizable Cervical Cancer
Screening paradigm based on pretraining and adaptation to create robust and
generalizable screening systems. To develop and validate Smart-CCS, we first
curated a large-scale, multi-center dataset named CCS-127K, which comprises a
total of 127,471 cervical cytology whole-slide images collected from 48 medical
centers. By leveraging large-scale self-supervised pretraining, our CCS models
are equipped with strong generalization capability, potentially generalizing across
diverse scenarios. Then, we incorporated test-time adaptation to specifically opti-
mize the trained CCS model for complex clinical settings, which adapts and
refines predictions, improving real-world applicability. We conducted large-scale
system evaluation among various cohorts. In retrospective cohorts, Smart-CCS
achieved an overall area under the curve (AUC) value of 0.965 and sensitivity of
0.913 for cancer screening on 11 internal test datasets. In external testing, system
performance maintained high at 0.950 AUC across 6 independent test datasets.
In prospective cohorts, our Smart-CCS achieved AUCs of 0.947, 0.924, and 0.986
in three prospective centers, respectively. Moreover, the system demonstrated
superior sensitivity in diagnosing cervical cancer, confirming the accuracy of our
cancer screening results by using histology findings for validation. Interpretabil-
ity analysis with cell and slide predictions further indicated that the system’s
decision-making aligns with clinical practice. Smart-CCS represents a signifi-
cant advancement in cervical cancer screening and highlights the potential for
generalizable screening in real-word practice across diverse clinical contexts.

Introduction

Cervical cancer, which originates in the cervix, is the fourth most common cancer
among women [1, 2, 3, 4]. To combat this global health challenge, the World Health
Organization (WHO) has announced the cervical cancer elimination initiative, with
the objective of 70% screening coverage among women aged 35-45 worldwide [5].



Besides, the 5-year relative survival rate for early-stage cervical cancer is 91%, while
the rate significantly drops to 19% for the late metastatic stage [6]. Therefore, cer-
vical cancer is highly preventable and curable, with early detection being crucial for
effective treatment.

Cytological examination provides a non-invasive, effective, and cost-efficient alter-
native, making it particularly suitable for widespread screening of precancerous
conditions. It is recommended for the early detection of precancerous neoplasia and
cervical cancer (7, 8]. The typical workflow of cervical cancer screening (CCS) is shown
in Extended Data Fig. 1(a), where cytologists examine cervical cells and identify suspi-
cious cells using a microscope or digital slides. Reporting of cervical cytology results is
guided by the Bethesda System (TBS) [9], which provides widely accepted guidelines
for standardized manual interpretation.

However, several challenges affect the efficacy of manual CCS, summarized in
Extended Data Fig. 1(b). First, cell-level identification is inherently challenging due
to cytomorphology similarities with different cell types (squamous and glandular),
locations (superficial, intermediate, and basal), and neoplasia (metaplastic, koilocy-
totic, dyskeratotic) [10]. Second, each specimen typically contains 20,000 to 50,000
cells with sparsely distributed lesion cells [11], and digitized slides can measure up
to 100,000 x 100,000 pixels. Therefore, examining cytology specimens is tedious and
time-consuming for cytologists. Third, patient-level screening results can be signifi-
cantly affected by the specimen quality and cytologist experience, which can lead to
lower reproducibility and objectivity.

With recent advancements, artificial intelligence (AI) is expected to revolutionize
the field of computational cytology [12]. Leveraging advanced neural network archi-
tectures such as CNNs, RNNs, and Transformers, Al has achieved promising results
in several typical cytology tasks, including classification (e.g., HErlev [13], STPaKMeD
[10]), detection (e.g., CERVIX93 [14]), and segmentation (e.g., ISBI [15], CPS [16, 17]).
Even beyond these tasks, recent studies have demonstrated the efficacy of Al-powered
cytology analysis in tumor identification and origin prediction [18].

In the context of Al-assisted cervical cancer screening (CCS), whole slide image
(WSI) analysis has emerged as a promising solution through abnormal cell identifica-
tion and slide-level classification. Unlike histology, where tissues are continuous and
regional, cytology involves discrete cell objects and scattered diagnostic clues, neces-
sitating tailored WSI analysis approaches [19]. Early efforts, such as the dual-path
network for cell-level prediction and rule-based WSI classifiers [11], laid the foundation
in this field. Following this, subsequent studies incorporated more specialized knowl-
edge to provide enriched cytology characteristics and guidance, thereby improving
screening performance. For example, Cheng et al. designed a multi-resolution strategy
to learn low-resolution patch features, followed by the refinement of high-resolution
cell features [20]. Another study encapsulated the statistics of detected cells and then
trained a WSI classifier [21]. Additionally, some studies introduced refined segmenta-
tion of the nucleus and cytoplasm to characterize cytology morphological semantics
[22, 23]. These methods generally follow a two-step CCS scheme: abnormal cell detec-
tion, where high-confidence candidates are identified, and slide-level aggregation for
final prediction, illustrated in Extended Data Fig. 1(c). While effective on high-quality



data [11, 21], this CCS scheme faces significant challenges in real-world scenarios.
Variations in patient demographics, sample preparation, and staining protocols across
institutions often result in inconsistencies between training data and clinical evalu-
ation, leading to a dramatic decline in screening performance [20, 22]. Addressing
these challenges is critical to improve the robustness and generalizability of AI-driven
solutions for cancer screening.

Building on the recent success of large-scale pretraining and downstream adapta-
tion, which demonstrates strong generalization and adaptation capabilities [24, 25], we
explore this insight to develop tailored pretraining strategies for computational cytol-
ogy. Firstly, this study proposes the Smart-CCS, a generalizable Cervical Cancer
Screening paradigm. This paradigm works under a comprehensive strategy that
integrates large-scale self-supervised pretraining to capture generalizable feature rep-
resentations, finetunes the task-specific WSI classification model for cancer screening,
and incorporates test-time adaptation to further optimize performance across diverse
clinical settings. Then, we curated one of the largest multi-center cervical cytology
datasets to develop this Smart-CCS system. Finally, the system was retrospectively
and prospectively evaluated to demonstrate its clinical applicability and reliability.
To the best of our knowledge, Smart-CCS represents the first comprehensive CCS
paradigm involving pretraining and adaptation in computational cytology.

Results

Large-scale multi-center cervical data collection and annotation

To develop and validate the Smart-CCS system for generalizable cancer screening, we
curated the large-scale and multi-center dataset, named CCS-127K. As illustrated in
Fig. 1(a), we collected a total of 127,471 cytology WSIs from 48 centers. These WSIs
were obtained from 128,423 specimens after slide preparation, scanning, and quality
control. Details of these processes are elaborated in the Methods section. According
to the TBS guidelines [9], cytologists provided slide-level and cell-level annotations.
The slide-level labels contained seven major cytology grades including negative for
intraepithelial lesion or malignancy (NILM), atypical squamous cells of undetermined
significance (ASC-US), low—grade squamous intraepithelial lesion (LSIL), atypical
squamous cells cannot exclude an HSIL (ASC-H), high—grade squamous intraepithelial
lesions (HSIL), squamous cell carcinoma (SCC), and atypical glandular cells (AGC).
In total, cytologists annotated 69,940 retrospective WSIs from 45 centers and 3,353
prospective WSIs from 3 centers. For cell-level annotations, cytologists delineated
regions of interest (Rols) and annotated abnormal cells using bounding boxes. As
shown in Fig. 1(b), they identified a total of 104,979 abnormal cells from 13 retrospec-
tive centers, spanning six abnormal cell types: ASC-US, LSIL, ASC-H, HSIL, SCC,
and AGC, named as CCS-Cell dataset. More abbreviations are detailed in Extended
Data Table 1.

Building on this large and diverse dataset, we designed a structured workflow, illus-
trated in Fig. 1(c), that incorporates both retrospective and prospective cohorts. The
retrospective cohort was used for model development and evaluation, and it was fur-
ther divided into three subsets: pretraining, finetuning, and testing. The pretraining
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Fig. 1: Overview of CCS-127K data and annotations in this study. a. Class-
wise distribution of 127,471 WSIs collected from 48 medical centers, including 124118
samples from 45 retrospective centers and 3,353 samples from 3 prospective centers.
Note: RCM represents the centers merged due to limited sample size for each center.
b. Abnormal cell annotation statistics: 104,979 abnormal lesion cells were annotated
into 6 categories, ASC-US, LSIL, ASC-H, HSIL, SCC, and AGC, termed as CCS-Cell
dataset. c. Designed flowchart of the study for the development and validation of the
proposed Smart-CCS system. The orange flow represents retrospective studies, while
the blue flow represents prospective studies.



cohort, consisting of 112,062 slides from 39 centers, was used for self-supervised learn-
ing to initialize the CCS model. This was followed by the finetuning cohort, which
included 49,063 labeled slides from 27 centers, to train the model for WSI classifica-
tion task. For testing, the model was evaluated on a testing cohort divided into two
datasets: an internal test dataset with 11,722 slides from 11 centers and an external
test dataset with 9,155 samples from 6 independent centers. Additionally, a prospective
cohort of 3,353 slides from three centers was used to evaluate the clinical effectiveness
in real-world scenarios. Finally, we collected the 738 corresponding histology diag-
noses, which serve as the ground truth to evaluate the cancer diagnosis capability of
the Smart-CCS system.

Overview of proposed Smart-CCS system

As shown in Extended Data Fig. 2, we developed a thorough Al-assisted CCS paradigm
called Smart-CCS, consisting of three sequential stages: 1) large-scale self-supervised
pretraining, 2) CCS model finetuning, and 3) test-time adaptation.

The framework of Smart-CCS is illustrated in Fig. 2. In the pretraining stage,
the curated cytology dataset CCS-127K was fully leveraged and exploited in a self-
supervised learning manner [26]. Thus, our Smart-CCS could effectively capture and
represent inherent and generalizable cytological knowledge such as cellular instance
features (cytoplasm, nucleus), semantic features (morphology), and global information
(distribution). In the finetuning stage, the pretrained models were further specialized
to CCS tasks under both slide-level and cell-level supervision. Specifically, we followed
the two-step CCS scheme involving two models: an abnormal cell detector and a
WHSI classifier. The detector identified suspicious cells across the entire slide, while
the classifier aggregated these cell candidates to generate the final slide classification
results. During the adaptation stage, the WSI classification model was optimized to
handle unseen samples before making predictions. This approach could enhance the
adaptability and generalizability of the Smart-CCS system, enabling it to perform
effectively under diverse and complex screening conditions.

Self-supervised pretraining for cervical cancer screening

Large-scale self-supervised pretraining empowers the model with strong generalization
capability by yielding robust and off-the-shelf representation in computational cytol-
ogy. In this study, we first investigated the effectiveness of self-supervised pretraining
for two crucial tasks in CCS, namely cell-level and WSI-level classification.

In cell-level tasks, we utilized two public datasets, HErlev [13] and SIPaKMeD
[10], along with our collected CCS-Cell dataset to evaluate cell classification perfor-
mance. We first evaluated scaling law of self-supervised pretraining, the results are
illustrated in Fig. 3(a). Overall, the reported cell classification results indicate that
pretraining can benefit downstream tasks across all three datasets. Specifically, pre-
training using 1 million (M) cytology images yielded top-1 accuracy gains of 4.5% on
HErlev, 1% on SIPaKMeD, and 3.5% on CCS-Cell. As scaling pretraining data, classi-
fication performance improved steadily and continuously, with increases of 7.2%, 3.4%,
and 5.6%, respectively. Ultimately, three datasets reached top-1 accuracies of 0.914
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Fig. 2: Overview of the Smart-CCS Paradigm. The Smart-CCS paradigm con-
sists of three sequential stages. a. the pretraining stage, which involves large-scale
self-supervised pretraining on diverse cytology images from various centers to build a
generalizable feature extraction model. b. the finetuning stage, which specializes the
pretrained model for cancer screening tasks, including two components: an abnormal
cell detector for identifying abnormal cells and a WSI classifier for slide-level predic-
tions. c. the adaptation stage, which further optimizes trained model for diverse
clinical settings via adapting and refining predictions.

(95% CI: 0.873-0.955), 0.960 (95% CI: 0.946-0.974), and 0.883 (95% CI: 0.868-0.898)
when pretrained using 100M cytology patches. To further illustrate the effectiveness,
we used t-SNE to visualize cell features with and without pretraining in Extended
Data Fig. 3. These visualizations reveal the enhanced feature aggregation capability
after pretraining, where cell features are tightly clustered within each category and



well-separated from neighboring categories. This aggregation capability potentially
addresses category ambiguity issues in classifying cytology grades [27].

In WSI-level tasks, we included three retrospective centers consisting of 25,571
WSIs from CCS-127K to investigate the impact of pretraining and investigate the
scaling law. We gradually scaled up the pretraining data from 0 to 100M. Shown in Fig.
3(b), the results demonstrated the significant efficacy of pretraining, evidenced by its
application in cancer screening through the detection of epithelial cell abnormalities
(denoted as ECA), as well as in fine-grained cytology WSI classification tasks (denoted
as ALL). As the pretraining data increased, the experimental results steadily improved,
showing an overall accuracy increase of 10.34% in cancer screening and 8.61% in
fine-grained cytology classification, reaching up to 100M data. Ultimately, the three
centers achieved 0.950 (95%CI: 0.942 - 0.959), 0.915 (95%CI: 0.902-0.929) and 0.958
(95%CT: 0.946-0.970) accuracies for cancer screening. Details regarding cell and WSI
classification are provided in Extended Data Tables. 2-3.

Additionally, ablation experiments were conducted on pretraining backbones (ViT-
Large, ViT-Gaint) and algorithms (DINOv2 [26], MoCov3 [28]). Based on the results,
we employed the ViT-Large architecture pretrained with DINOv2 using 100 million
pretraining data in the following experiments. More experimental results are provided
in Extended Data Table. 4.

Retrospective evaluation of abnormal cell detection

Abnormal cell detection typically serves as the prerequisite for Al-assisted CCS, where
abnormal cells with high confidence scores are identified from the whole slide as can-
didates and then aggregated for slide-level classification. Thus, we aim to build a
strong cell detector to screen out all abnormal and suspicious cells within each WSI.
As shown in Fig. 3(c), we compared several state-of-the-art (SOTA) detectors used
in previous CCS studies, including Faster R-CNN [29], YOLOv3 [22, 30], RetinaNet
[21], transformer-based detector DETR [31], and its deformable variant DDETR [32].
The experimental results showed that DDETR achieved the best performance and
was selected as the detector in Smart-CCS. DDETR surpassed YOLOv3, Faster R-
CNN, and RetinaNet by 14.3%, 5.9%, and 7.3% in AP50 (Average Precision with
an IoU threshold of 0.50), respectively, benefiting from the powerful visual represen-
tation capability of the transformer and the adaptability of deformable attention to
multi-resolution [32]. The per-class detection results showed that DDETR not only
addressed the issue of missed detections for tiny objects, such as SCC (naked nuclei
and small nucleoli), achieving a 10.3% AP50 increase compared to YOLOv3, but
also enhanced the detection of morphologically diverse atypical cells. Specifically, it
achieved a +13.1% AP50 improvement in ASC-US and a +8.5% AP50 improvement in
ASC-H (Extended Data Table 5-7). Subsequently, the cell classification performance
was evaluated using a confusion matrix, shown in Extended Data Fig. 4. From this
matrix, we observed a clear distinction in the model’s ability to identify glandular
cells (class AGC) compared to other squamous cell abnormalities. This is attributed
to the distinct morphological abnormalities and unique arrangement characteristics
of glandular cells. We also found a strong correlation between ASC-US and LSIL, as
well as between ASC-H and HSIL, which aligns with clinical practice [9, 33]. Overall,
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Fig. 3: Performance of Smart-CCS in retrospective study. a. Evaluation of
cell-level cytology task using cell classification datasets, SIPaKMeD (N = 4,049), HEr-
lev (N = 918), and CCS-Cell (N = 9,008). b. Evaluation of the WSI-level cytology
task using retrospective cervical cytology datasets (N = 5,189, 11,986, 8,396) to assess
cancer screening (ECA) and fine-grained classification (ALL) performances. c. Com-
parison of abnormal cell detection performance among DDETR, DETR, RetinaNet,
Faster R-CNN and YOLOv3 on CCS-Cell dataset. d. The external testing perfor-
mances are evaluated by metric AUC with different settings, Base denotes the typical
two-step CCS model, w/ P is introducing pretraining, w/ P&A refers to our proposed
Smart-CCS with pretraining and adaptation. e. Internal and external data distribu-
tion, along with the results of cervical cancer screening evaluations.



our detector outperforms previous work in differentiating fine-grained cell categories,
which serves as the first step in WSI classification model for cancer screening.

Internal testing for multi-center evaluation

In the retrospective study, a total of 112,062 cervical cytology samples from pretraining
and finetuning cohorts were included for the Smart-CCS system development. Then,
internal testing included 11,722 samples from 11 centers for multi-center evaluation of
the developed Smart-CCS (Fig. 3(e)). The positive rates among these centers range
from 5.48% to 49.26% with different grades of epithelial abnormalities.

The quantitative performances in testing centers are presented in Fig. 3(e). Overall,
Smart-CCS achieved an overall of 0.965 (95% CI: 0.961-0.969) AUC, 0.965 (95% CIL:
0.961-0.969) accuracy, 0.913 (95% CI: 0.907-0.919) sensitivity, and 0.896 (95% CI:
0.889-0.902) specificity on internal testing centers. Specifically, 9 centers achieved AUC
metrics greater than 95% among the 11 internal testing centers, such as 0.971 (95% CI
0.965-0.978) in RC2, 0.990 (95% CI: 0.985-0.995) in RC3, 0.985 (95% CI: 0.977-0.992)
in RC5, and 0.971 (95% CI: 0.960-0.982) in RC7. We also found that centers with a
low positive rate, such as RC1, often showed lower classification accuracies. Besides,
the system screening capabilities are highly determined by accurately detecting early-
stage intraepithelial abnormalities from a large number of samples, as indicated by
the metric, sensitivity. Smart-CCS achieved a high overall sensitivity of 0.913 (95%
CI: 0.907-0.919), with 9 internal centers demonstrating sensitivities greater than 85%,
indicating strong screening capabilities.

In terms of different cytology grades, ASC-US+, considered as the squamous cell
abnormality, Smart-CCS exhibited high classification capability with an overall AUC
of 0.961 (95% CI: 0.957-0.965) and a sensitivity of 0.910 (95% CI: 0.904-0.916). Then,
the critical cytology group LSIL+, to be considered for further colposcopy, maintained
advanced screening performance of 0.958 (95% CI: 0.953-0.962) AUC with 0.910 (95%
CI: 0.903-0.916) sensitivity. Especially in RC1, the challenging center with a quite low
positive rate (5.48%), Smart-CCS increased from 0.767 (95% CI: 0.750-0.784) in ECA
to 0.902 (95% CI: 0.890-0.914) in LSIL+, demonstrating the effect of ASC-US, the
ambiguous category [27, 9]. The HSIL+ group typically refers to malignant neoplasia,
with superior classification results ranging from 0.918 (95% CI: 0.904-0.931) to 0.994
(95% CI: 0.987-1.001) in AUC within internal testing centers. Furthermore, we also
reported the F1 score metric to assess the model stability under class imbalance.
Smart-CCS achieved favorable F1 scores of 0.903 (95% CI: 0.896-0.909), 0.897 (95%
CI: 0.890-0.903), 0.891 (95% CI: 0.884-0.897), and 0.950 (95% CI: 0.945-0.955) in
subgroups ECA, ASC-US+, LSIL+, and HSIL+. More result details are appended in
Extended Data Tables. 8-10.

External testing for generalizability evaluation

The cytology samples collected from different centers present diverse and large
variations, which brings challenges for system generalizability. Under the proposed
Smart-CCS paradigm, the pretrained model could extract general and strong cytol-
ogy features that are domain-invariant across diverse clinical centers. To evaluate the
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effectiveness and generalizability of developed Smart-CCS, we retrospectively included
9,155 cytology WSIs from six independent centers (RC8-RC13).

In the external testing, the positive rates among six centers ranged from 8.81%
(RC8) to 52.65% (RC12), resulting in an overall rate of 23.89%. The results are
shown in Fig. 3(e), where we obtained an overall screening performance of 0.912
(95% CI: 0.906-0.918) accuracy, 0.950 (95% CI: 0.945-0.954) AUC, and 0.854 (95%
CI: 0.847-0.861) sensitivity. Specifically, Smart-CCS achieved consistent and favor-
able classification results ranging from 0.880 (95% CI: 0.859-0.901) to 0.963 (95%
CI: 0.954-0.972) AUC across six external centers. The external testing performance
reveals the strong generalization capabilities of Smart-CCS.

To further investigate the efficacy of the proposed pretraining and adaptation
strategies in Smart-CCS, we conducted ablation studies comparing three experimental
groups: a two-step CCS model (denoted as Base), CCS with pretraining (denoted as w/
P), and our Smart-CCS with both pretraining and adaptation (denoted as w/ P&A).
As illustrated in Fig. 3(d), we report the area under the receiver operating character-
istic curve (AUC) for cancer screening across different centers, as well as the overall
performance. Compared to the CCS baseline model, pretraining consistently increased
the AUC, from 0.897 (95% CI: 0.877-0.918) to 0.930 (95% CI: 0.913-0.948) in RC9,
and from 0.830 (95% CI: 0.805-0.855) to 0.911 (95% CI: 0.892-0.930) in RC10, among
others. Furthermore, when both pretraining and adaptation were applied, Smart-CCS
achieved a 6.3% AUC improvement against the CCS baseline model. The demonstrated
effectiveness of the Smart-CCS paradigm in external testing underscores its potential
clinical applicability in complex scenarios. Additional details regarding the ablation
studies can be found in Extended Data Table 11. Moreover, we compared classifiers,
including MeanMIL, MaxMIL, ABMIL [34], DSMIL [35], CLAM [36], TransMIL [37],
and SAMIL [38], in terms of internal and external testing performance, as shown in
Extended Data Table 12.

Prospective study for clinical validation

Between January 1 2024 and July 31, 2024, we recruited a total of 3,353 participants
from three prospective centers, PC1, PC2 and PC3 to form the prospective cohort.
As shown in Fig. 4(a), three prospective centers individually contributed 998, 1,311,
and 1,044 samples, with positive rates of 43.24%, 26.32%, and 28.35%. Besides, we
also obtained 185, 258, and 295 corresponding histological diagnosis results as the gold
standard for further system evaluation.

Overall, the evaluation results of Smart-CCS for cancer screening demonstrated
consistent generalization capabilities in prospective centers, as shown in Fig. 4(a) and
Extended Data Table. 13. Specifically, Smart-CCS achieved accuracies of 0.877 (95%
CI: 0.856-0.897), 0.862 (95% CI: 0.843-0.881), and 0.950 (95% CI: 0.937-0.963) across
three prospective centers, with high sensitivities of 0.893 (95% CI: 0.874-0.912), 0.881
(95% CI: 0.864-0.899), and 0.946 (95% CI: 0.932-0.960). The high AUC scores ranging
from 0.924 (95% CI: 0.910-0.938) to 0.986 (95% CI: 0.979-0.993) also reveal the robust
and strong cancer screening capability of Smart-CCS system in clinical scenarios.

To further validate Smart-CCS for cervical cancer diagnosis, we utilized histolog-
ical biopsy results as the gold standard [8]. Histology provides a more confirmative
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Fig. 4: Performance of Smart-CCS in the prospective study. a. Grade distri-
bution among three prospective centers (PC1, PC2 and PC3) and reported evaluation
results from our Smart-CCS system. b. The diagnostic performance of Smart-CCS in
cancer detection using histological results as the gold standard. c. Visualizations from
cervical cancer screenings, which include interpretable results at both the cell-level
and slide-level, derived from three sample tests.
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diagnosis through direct tissue examination compared to the individual cell analysis
of cytology, making it a reliable benchmark for assessing the accuracy of the cytology-
based Smart-CCS. The overall and different grades (i.e., CIN1, CIN2, CIN3) results
are presented in Fig. 4(b). Overall, Smart-CCS obtained a sensitivity of 0.943 (95%
CI 0.927-0.960) and an AUC of 0.902 (95% CI 0.880-0.923) in cervical cancer diagno-
sis. Specifically, the three prospective centers reported sensitivities of 0.967 (95% CI:
0.942-0.993), 0.992 (95% CI: 0.981-1.000), 0.949 (95% CI: 0.924-0.974), with corre-
sponding AUCs of 0.984 (95% CI: 0.965-1.000), 0.921(95% CI: 0.888-0.954), and N/A
due to the lack of negative samples in PC3. For histology-positive samples, Smart-
CCS achieved an overall of 0.957 (95% CI: 0.942-0.973) sensitivity in three centers.
The high sensitivities can be observed across all groups, ranging from 0.935 (95% CI:
0.902-0.968) to 1.000 (95% CT: 1.000-1.000). We also provided the results of different
histology grades, CIN1, CIN2, and CIN3. We found there were no missed samples in
CIN1 and CIN3 in two centers (PC1, PC3). The CIN2 group achieved 0.971 (95% CIL:
0.943-0.999), 0.937 (95% CI: 0.894-0.979) and 0.935 (95% CI: 0.902-0.968) sensitivi-
ties. Notably, Smart-CCS yielded sensitivities close to 1.00 for HSIL+ across all three
prospective centers, demonstrating a high consistency between cancer screening and
diagnosis on higher cytology grades. Therefore, generalizable cancer screening could
potentially avoid unnecessary biopsies and colposcopies for patients at risk of cervical
cancer.

Interpretability analysis

To support clinical practice, we illustrate the decision-making process of Smart-CCS in
Fig. 4(c), providing interpretable insights from diverse perspectives. At the slide-level,
Smart-CCS predicts positive scores for precancerous abnormalities based on cervical
cytology specimens. It provides detailed prediction categories and scores for malig-
nancy grade evaluation, which inform subsequent colposcopy and biopsy procedures.
For instance, in Fig. 4(c), the left WSI sample achieves a confidence score of 0.9999
for the NILM category, while the middle sample yields a positive score of 0.9999, with
a high-grade HSIL confidence of 0.9915. This indicates a high probability of cervical
neoplasia and malignancy.

In the context of cell-level screening, suspicious cells are highlighted using dis-
tinct markers in each WSI. The visualization illustrates that these suspicious cells are
randomly distributed across the WSIs due to the uniform mixing and centrifugation
during specimen preparation [12]. Furthermore, detected suspicious cells, along with
confidence score statistics and characteristic morphologies, provide reliable clues for
the final diagnosis. In the middle sample illustrated in Fig. 4(c), Smart-CCS detected
a few LSIL cells (i.e., koilocytotic cells with typical perinuclear halos) alongside a sig-
nificant number of HSIL cells, which demonstrated markedly enlarged nuclei, reduced
cytoplasmic areas, and hyperchromatic clustering. This predicted information aligns
well with the ground truth for this sample, which is HSIL. Similarly, the AGC sample
reveals a substantial presence of AGC cells arranged in a fence-like pattern, alongside
other atypical cells, as shown in Fig. 4(c)(right). In the case of NILM, despite a slide-
level prediction score of nearly 1.00, some cells exhibit deepening and enlargement
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of nuclei, presenting as non-neoplastic cellular variations or hard mimics [9]. By inte-
grating these insights within an interactive interface, we have developed Smart-CCS
into a comprehensive system, as depicted in Extended Data Fig. 5. This system aims
to provide cytologists with interpretable Al-assisted results, ensuring reliable screen-
ing outcomes and guiding subsequent final diagnoses, thereby enhancing the overall
diagnostic workflow.

Discussion

Cervical cancer has been targeted for global elimination under the WHO initiative
[5]. Leveraging Al to assist cytologists can significantly accelerate cervical cancer
screening, especially in large-scale precancerous screening conditions. In recent years,
several Al-based computational cytology studies preliminarily explored its feasibil-
ity, particularly a recent study demonstrated the effectiveness of Al-assisted cytology
in cancer identification and tumor origin prediction, highlighting the potential of Al
in computational cytology [18, 39, 40]. However, previous Al-assisted CCS systems
often faced challenges in generalization and robustness across different clinical sce-
narios, particularly concerning variations in slide preparation and imaging protocols
[20, 21, 22, 41].

In this study, we introduced Smart-CCS, a generalizable cervical cancer screening
paradigm. This pioneering paradigm consists of three stages: self-supervised pretrain-
ing, screening model finetuning, and test-time adaptation. It leverages: 1) large-scale
self-supervised pretraining for robust cytology representations, 2) effective utilization
of both cell-level and slide-level supervision, and 3) model adaptation during clinical
evaluation. To support this, we constructed a large, multi-center dataset, CCS-127K,
which includes 127,471 cervical cytology WSIs from 48 centers. To the best of our
knowledge, this is the first comprehensive paradigm for cervical cancer screening with
multi-center and prospective validation.

The experimental results of internal testing, external testing, and prospective stud-
ies revealed the extensive effectiveness and potential clinical benefits of the proposed
Smart-CCS for generalizing cancer screening. Notably, the significant improvements
in cell-level and WSI-level downstream tasks demonstrated the efficacy of pretraining
in capturing general cytology information. For retrospective evaluation of abnormal
cell detection, we compared SOTA detection models and selected the best as the first
step in WSI classification model. In terms of internal testing, Smart-CCS achieved an
overall AUC of 0.965 (95% CIL: 0.961-0.969) across 11 centers for cancer screening.
In external testing, Smart-CCS achieved an AUC from 0.880 (95% CI: 0.859-0.901)
to 0.941 (95% CI: 0.927-0.955) across 6 external centers with high sensitivities, vali-
dating its applicability in diverse clinical scenarios. Additionally, prospective studies
in PC1-PC3 yielded high AUC scores of 0.947 (95% CI: 0.933-0.961), 0.924 (95%
CI: 0.910-0.938), and 0.986 (95% CI: 0.979-0.993), respectively. Further histological
evaluation and interpretability analysis yielded consistent conclusions with clinical
knowledge, which highlights the reliability and superiority of the proposed Smart-CCS
paradigm.
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This study has several limitations. First, the availability of large-scale data is criti-
cal for pretraining robust and generalizable models. Although we have constructed one
of the largest cytology datasets to date, comprising 127,471 WSIs, it remains relatively
small compared to datasets commonly used in the histology domain. For instance, Vir-
chow2 was pretrained on 3.1M WSIs [42], and CONCH utilized 1.17M image-caption
pairs [43], leveraging extensive public histology datasets such as TCGA [44]. Simi-
larly, recent advancements in cytology have also focused on scaling up data resources
to enhance model development [23]. To address this limitation, we are actively work-
ing to incorporate larger datasets for both pretraining and validation, with the goal of
advancing cancer screening and computational cytology. Second, from a methodologi-
cal perspective, the ability to distinguish individual cell instances is critical for guiding
accurate screening decisions. While we have developed a detection-based WSI classifi-
cation framework, integrating fine-grained cellular information could further improve
the modeling of cell-to-WSI relationships. For example, transitioning from patch-level
pretraining to cell-level pretraining or incorporating quantified morphological fea-
tures, such as cytoplasmic segmentation masks and nucleus-to-cytoplasm ratios, may
enhance the performance and interpretability of the Smart-CCS system [22]. Third,
regarding system validation, although this study included independent testing across
11 external centers and prospective evaluation in 3 centers, broader deployment and
validation in diverse clinical settings are essential to facilitate widespread adoption.
Future evaluations should consider a wider range of demographic variables, includ-
ing ethnicity, age, geographic regions, and variations in slide preparation and imaging
protocols, to ensure the system’s generalizability and robustness across heterogeneous
clinical scenarios.

Ultimately, to establish a trustworthy cancer screening system for large-scale
clinical applications, several in-depth exploration directions follow this study. First,
establishing a unified cytology WSI benchmark is essential to tackle unique chal-
lenges such as cell instance distinguishability and ambiguous categorization of atypical
findings (e.g., ASC-US, ASC-H) [27]. Secondly, while Smart-CCS demonstrated the
effectiveness for cervical cancer screening, the paradigm has significant potential for
broader applications. Generalizing Smart-CCS to other cancers, such as urine [41], thy-
roid [45], and pleural effusion samples [18], could contribute to a cytology foundation
model, enhancing its applicability in computational cytology. Finally, while cytol-
ogy primarily focuses on cancer screening, large-scale data-driven approaches could
expand to more clinical applications, including cancer diagnosis [41], survival prognosis
[46, 47], biomarker prediction [18, 39, 40] and molecular-level discovery [48, 49].

In summary, the Smart-CCS paradigm demonstrates strong potential for advanc-
ing cervical cancer screening while paving the way for broader applications in
computational cytology.

Methods

Data collection and annotation

The established CCS-127K dataset is a highly diverse collection of cervical cytology
specimens, enriched with both cell and slide annotations. In total, we compiled 128,423
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cytological specimens from 48 different centers. The data collection process involved
several key steps. First, the specimens were prepared using commonly employed cytol-
ogy sedimentation methods, including natural, membrane, and centrifugal techniques.
Next, all liquid-based cytology specimens were digitized into WSIs using various
imaging protocols, which contributed to the diversity of cytology images within the
CCS-127K dataset. Four distinct scanners with varying specifications were employed:
the Pannoramic MIDI (3DHISTECH Ltd.), SQSL-510 (Shenzhen Shenggiang Tech-
nology Ltd.), Aperio AT2 (Leica Microsystems Ltd.), and HDS-MS-200A (Xiamen
Heidstar Ltd.). Subsequently, quality control procedures were conducted, resulting in
a final tally of 127,471 specimens available for development and evaluation within
the Smart-CCS system. During data annotation, cytologists provided both cell-level
and WSI-level annotations according to TBS guidelines [9]. For cell-level annotations,
cytologists first identified Rols containing abnormal cells and then utilized bound-
ing boxes to delineate all abnormal cells within the Rol. These annotations consisted
of six major categories of abnormalities: ASC-US, LSIL, ASC-H, HSIL, SCC, and
AGC, and were used to develop the abnormal cell detector. It is noteworthy that the
AGC category encompasses typical glandular cells exhibiting epithelial cell abnormal-
ities, including AGC-NOS, AGC-FN, AIS, and ADC. This study specifically focuses
on cancer screening, and consequently, organism categories from TBS were excluded
from further analysis. For slide-level annotations, we obtained corresponding diag-
nostic results from each participating center. These results were assessed by two
cytologists, each possessing over ten years of experience, who examined the cytol-
ogy specimens using a microscope. In case of discrepancies, a third senior cytologist,
with over fifteen years of experience, rendered the final decision. The slide-level labels
comprised seven cytology grades: NILM, ASC-US, LSIL, ASC-H, HSIL, SCC, and
AGC. Additionally, we gathered 738 corresponding histological diagnostic results from
prospective cohorts to further evaluate the system’s diagnostic capabilities. When pro-
cessing biopsy results, benign and inflammatory findings were classified as negative,
while carcinoma cases were categorized as CIN3 for diagnostic evaluation.

Data preprocessing

Each cervical digital slide typically reaches a giga-pixel resolution of up to 100,000
x 100,000 pixels, which needs to be tiled into patches for model input to fulfill the
computation needs, shown in Extended Data Fig. 6. During slide preprocessing, we
employed OpenSlide library [50] and CLAM toolbox [37] for foreground extraction
and slide tiling. The CLAM toolbox first used thresholding segmentation to remove
a significant amount of irrelevant background, and then performed non-overlapping
patching at 1,200 x 1,200 pixels in the foreground. The final statistics of WSI and
patch are summarized in Extended Data Table. 14.

Quality control for slides and patches

Strict quality control is essential for both cytologist screening and AT system develop-
ment. There are several factors contributing to the reduced quality, including sample
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preparation, staining reagents, and scanning protocols, which may impede the effec-
tive representation of deep features. In clinical practice, cytologists often refer to TBS
criteria for sample adequacy assessment [9], including minimum squamous cellularity
criteria, transformation zone component, obscuring factors, and interfering substances,
along with imaging. Following this, we established the exclusion criteria, shown in
Extended Data Fig. 7, considering a) preparation (impurities, dried specimen, inter-
fering labeling), b) staining (overstaining, uneven staining), ¢) scanning (out-of-focus,
severe artifacts), d) minimum cellularity. We additionally employed a threshold-based
foreground segmentation algorithm to assess cytology patch quality, effectively exclud-
ing those with insufficient foreground proportion. As a result, we excluded 952 WSIs
and 46,136 patches from the CCS-127K dataset to ensure high-quality cytology data
for system development and evaluation.

Large-scale self-supervised cytology pretraining

Large-scale self-supervised pretraining has made significant advancements in com-
putational pathology, benefiting greatly from large-scale publicly available histology
datasets [51, 43]. For instance, CtransPath was pretrained using 32K WSIs (4.2M
patches) from public TCGA and PAIP datasets [52], and UNI was pretrained by 100K
WSIs (100M patches) collected from private data and the GTEx consortium [24]. This
resulted in the development of generalizable pretrained models that promote down-
stream histological tasks. However, the inaccessibility of cytological data significantly
hinders large-scale pretraining in computational cytology. To overcome this limita-
tion, we collected more than 127K cytology WSIs with 227 million patches to support
large-scale pretraining in Smart-CCS.

The structure of visual pretraining is provided in Fig. 2(a), we utilized the SOTA
self-supervised learning framework, DINOv2 [26]. This framework employs a student-
teacher network, where the student model is supervised by pseudo labels from the
teacher model. Thus, the network output distributions are aligned for knowledge dis-
tillation. This pretraining framework relies on alignment strategies, primarily achieved
through reconstruction loss and alignment loss between the outputs of the student and
teacher networks. Specifically, given a batch of cytology patches, they are first ran-
domly augmented, including color jittering, gaussian blur, and solarization, to generate
multiple augmented patches, which are then subjected to global crop and multiple
local crops. The global crop patches are randomly masked for masked image modeling.
Then, the global crops without masks serve as inputs to the teacher network, while
the global crops with masks and local crops serve as inputs to the student network,
outputting crop prototypes. Subsequently, prototype alignment involves reconstruc-
tion loss and alignment loss to update the student network. Masked image modeling
in reconstruction loss utilizes the student’s output to predict the teacher’s output,
encouraging the student network to learn semantic and contextual information based
on the surrounding pixels of the masked regions. Regarding alignment loss, aggre-
gated crop prototypes (both global crop with masks and local crop) from the student
are aligned with the corresponding global crops without masks through minimizing
cross-entropy loss. Finally, the teacher network is updated by the exponential moving
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average of the student network. More pretraining details and settings are presented in
the Extended Data Table. 15.

Leveraging such self-supervised pretraining, the generalizable cytological knowl-
edge can be captured and accumulated from large-scale diverse data for general
cytology understanding. After pretraining, the pertained model serves as a feature
extractor for downstream cancer screening tasks. In that case, the extracted features
can efficiently generalize and adapt to task-specific whole slide image classifica-
tion tasks equipped with supervision information, resulting in strong and consistent
performance in multi-center retrospective and prospective validations.

Cytology WSI classification model finetuning

The objective of this study is to develop a trustworthy and generalizable WSI classifi-
cation model for cervical cancer screening. Existing cytology WSI classification studies
have consistently adhered to the two-step WSI classification approach, specifically
focusing on abnormal cell detection and slide-level aggregation [11, 21, 22, 23]. This
aligns with the clinical setting where cytologists first identify suspicious cells and then
provide patient diagnostic results. These studies are consistent in the first step, devel-
oping a strong abnormal cell detector for atypical or malignant cell detection, while
different in the second step with diverse designs of cell aggregation. Some studies intro-
duced morphological segmentation of atypical cells (e.g., ASC-US) for refined guidance
towards final diagnosis [22, 23]. However, pixel-level annotation of cytoplasm and
nuclei entails significant labor burden for system development. Other designs involv-
ing cell statistics or rule-based WSI classifiers resulted in screening performance highly
dependent on detector performance, as weak classifiers limit generalization capabil-
ity [11, 21]. Additionally, permutations and combinations of models can increase the
model complexities [22, 41]. Recently, another stream followed histology researches
and adopted multi-instance learning (MIL) scheme for WSI classification [53, 54]. This
stream ignores cell information and just relies on slide-level supervision. Therefore,
leveraging both cell-level supervision from detection and slide-level supervision from
MIL is the main consideration in algorithm design.

The proposed cancer screening algorithm is provided in Fig. 3(b), consisting of
two main networks, i.e., abnormal cell detection and slide-level classification. Given
a cytology WSI, local patches are extracted from the WSI using a non-overlapping
sliding window of 1,200x 1,200 pixels. These patches are then inferred by the selected
DDETR [32] to identify abnormal cells as abnormality candidates with predicted infor-
mation including locations, types, and confidences. The first step primarily suppresses
diagnosis-irrelevant information such as background and normal cells, while the second
stage aggregates informative candidates and learns diagnosis-related representations.
In the second step, after sliding through the entire WSI, a bag is constructed by
aggregating selected cell images, which are cropped from WSI based on the predicted
locations, classes and confidences. Subsequently, predicted abnormal cell images in
the WSI bag are mapped into generalizable slide features through the frozen feature
encoder from the pretraining stage and propagated through the classification head to
obtain the final diagnosis results. This cytology WSI classification algorithm provides
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both abnormal cells and suggested diagnostic results. More techniques about the two
steps are detailed as follows.

Abnormal cell detection. In abnormal cell detection, the cytology images are
first augmented and then mapped into multi-scale feature maps through the back-
bone with 1/8, 1/16, 1/32, 1/64 of the original size. The multi-scale feature maps
serve as the input to the transformer structure, which includes encoder and decoder
layers. Each encoder layer comprises the following components, positional encoding,
residual connection, layer normalization, feedforward neural network [55], and the pro-
posed multi-scale deformable attention module (MSDAttn). This module, designed for
capturing deformable information, is a variant of multi-head self-attention [55] and
implemented as follows,

M L K
MSDAttn (24,5, {@'},, ) = > Wi [Z >~ Amigr - W' (61 (by) + APpigr)

1=1 k=1
1)
where M, L, and K are the number of attention head, feature level, and sampling
point, respectively. z, and p, denote content feature and the normalized coordinates

m=1

of the reference point for each query element ¢, and ' are the multi-scale feature
maps. Apmigr and Ap,,;.,. are the attention weight and the sampling offset projected
from z4. ¢; (-) represent a scaling function. W, and W' are learnable weights. In
the decoder, there are the same components with the object queries input to con-
strain the maximum number of detections. The final prediction head, a feed-forward
network acts as the classification and regression head, predicting the probability and
bounding box coordinates. The above multi-scale deformable design is highly aligned
with the challenges of cancer screening, 1) small object detection, such as naked nuclei
cells, 2) multi-scale for multi-resolution cytology images, 3) diverse morphological
characteristics.

In this study, we also evaluated other SOTA object detection models, namely Faster

R-CNN [29], YOLO-v3 [56], RetinaNet [57], DETR [31]. In the cancer screening algo-
rithm, we first train the abnormal cell detector using the cell-level CCS-Cell dataset
with instance annotations, and then adopt the trained detector to screen abnormal
cells in the first step of CCS algorithm.
Whole slide image classification. In the second step, WSI aggregation, thousands
of detected abnormal cells with each WSI are aggregated for the final WSI classifi-
cation. Regarding cell selection and aggregation, we consider the top-k confident cell
images for each abnormal class, ASC-US, LSIL, ASC-H, HSIL, SCC and AGC, gen-
erating an WSI feature bag to represent original WSI. Subsequently, each cell image
in the bag is augmented as input for the classifier.

In terms of WSI classifier, cell images are first mapped into 1024-dimensional fea-
tures by our pretrained vision transformer with frozen weights. All mapped instance
features in the WSI bag are concatenated to form a feature bag with size of nx1024
(where n is the number of instances), serving as the generalized representation of
the original WSI. Finally, the feature bag of abnormal cells passes through train-
able classification heads to obtain slide-level predictions. In the ablation experiments,
we compared several SOTA classification heads, including MIL-based models such as
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MeanMIL, MaxMIL, ABMIL [34], CLAM [37], DSMIL [35], TransMIL [36] and S4MIL
[38).

Test-time adaptation with prototype alignment

To tackle the complex clinical settings, we introduced adaptation techniques into our
Smart-CCS diagram to adapt the developed model in the inference stage, further
enhancing system robustness. The satisfactory performance of deep learning models
relies on a strong assumption that the training and testing data are drawn from the
same or similar distribution, namely independently and identically distributed (IID)
[58]. However, for Al systems, cross-center data variability poses a significant challenge
in clinical deployment, often leading to severe performance degradation [59]. This issue
primarily stems from variations in specimen preparation and imaging protocols across
different hospitals, which can cause shifts in cytology WSI data. These shifts may
manifest as differences in resolution, staining intensity, or overall image appearance,
potentially introducing biases toward specific staining and imaging protocols.

Test-time adaptation considers the settings involving adapting a trained task-
specific model to the current test batch before making predictions. Thus, we introduce
the test-time adaptation into Smart-CCS to optimize the trained model by dynam-
ically updating model weights during inference. To be more concrete, we propose a
test-time adaptation approach with prototype alignment, which enhances the adapt-
ability of the trained WSI classification model by leveraging both the current test batch
and source supervision information. This adaptation strategy ultimately improves the
model’s performance in real-world clinical scenarios. Firstly, we extract WSI features
using pretrained extractor from retrospective data, with size of nx1024 (where n is the
number of instances). The top-k confident WSI features for each category constitute a
designed class-wise prototype bank that stores the diagnostic supervision information
from the retrospective samples. Subsequently, for WSIs from current clinical scenar-
ios, the model infers abnormal cells as candidates. For adaptation, given the current
batch x with m samples, the 7;;, sample containing n cell instances is augmented to
improve the diversity of cell instances [60]. The current batch x with its augmented
view # are transformed into features f and f. Then, we build a mean teacher frame-
work to distill the alignment knowledge from source to current test samples. The
teacher and student are initialized by the trained slide classifier. Subsequently, the
knowledge is distilled through feature alignment loss and prediction alignment loss.
The feature alignment loss aligns current batch f with augmented view f and pro-
totypes via contrastive learning. Here, the positive pairs in J* are built by current
sample I with corresponding augmentation, and the nearest prototypes computed by
the cosine similarity. Then, the feature alignment loss is formed as,
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z; represents the i;;, embedding after projection, and 7 is a tunable temperature
hyper-parameter. For the denominator, J = J™ + J~ denotes the total number of
positive (JT) and negative (J~) samples. In terms of the prediction alignment loss,
student and teacher networks output predictions 3, and g!, for given inputs z;. Then,
the consistency loss Lpaiign is employed to align these predictions, formed as,

C
£Palign = - Z gfc lOg gfc (3)
c=1

where C' is the total number of classes. Finally, the student network is updated using
the overall loss. The teacher network is updated stably using an exponential mov-
ing average. To keep prediction smooth, the ensemble of the teacher output and the
student output serves as the final prediction after test-time adaptation.

In conclusion, pretraining leverages general cytology information, finetuning spe-
cializes the pretrained model for cancer screening specific tasks, and adaptation further
optimizes the finetuned model for clinical evaluation settings. Together, these three
techniques within Smart-CCS significantly advance the generalizability of cervical
cancer screening.

Model training and implementation

In the experiment, we utilized Python (v3.9.0) and PyTorch (v2.0.0) [61] complied
with CUDA (v12.1)(https://pytorch.org) for model training and evaluation. In pre-
training stage, we employed DINOv2 (https://github.com/facebookresearch/dinov2)
for self-supervised pretraining using 2x8 80GB NVIDIA H800 GPU cards. To adapt
the size of cell instances, we reduced the local crop scale to 0.02 and set the local
crop number to 8. Other pretraining parameters are listed in Extended Data Table.
15. For WSI patching and preprocessing, we employed OpenSlide-python (v1.3.1) and
in-house library to load cytology WSIs. Then, the CLAM toolkit (https://github.
com/mahmoodlab/CLAM) was utilized for tiling WSI into 1,200x1,200 patches. In
training stage, we utilized 8x 24GB NVIDIA GeForce RTX 3090 GPUs to conduct
experiments. For detector development, we implement and compare models under
the MMDetection library (v3.0.0) (https://github.com/open-mmlab/mmdetection).
To accelerate cell prediction inference within WSI, we employed distributed data par-
allelism techniques. The parameters of the employed detector and classifier are detailed
in Extended Data Table. 16.

Evaluation metrics and setting

We conducted large-scale evaluation of cell-level and WSI-level tasks for cancer screen-
ing. In cell-level evaluation, we reported overall performance using metrics AP50
(average precision under 0.50 IoU threshold), mAP (mean average precision under IToU
from 0.5 to 0.95, step 0.05), and mAR (mean average recall under IoU from 0.5 to
0.95, step 0.05). We also described the AP50 for fine-grained per-class evaluations.
In WSI-level evaluation, we reported the performance of subgroups including ECA,
ASC-US+, LSIL+, HSIL+. The cytological screening results from different subgroups
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guide subsequent diagnostic procedures and follow-up actions. For instance, if the
screening result falls under the ECA subgroup—includes any category of squamous or
glandular abnormalities—the next step is to perform an HPV test. If the result falls
under the LSIL+ subgroup (indicating LSIL or more severe findings), a colposcopy
is recommended to further evaluate the cervical tissue. Therefore, we summed the
predicted logits of each class in the subgroup to obtain binary predictions. In retro-
spective and prospective studies, we adopted metrics consisting of ACC (accuracy),
AUC (Area Under ROC Curve), and F1 Score to evaluate the overall performance of
WHSI classification, and provided sensitivity and specificity metrics. In the experiments,
we tuned heyeparameters to ensure gradual convergence during pretraining and fine-
tuning (Extended Data Table. 15-16). The checkpoint achieving the best performance
on the validation set was used for subsequent evaluation experiments.

Statistical analysis

We report a 0.95 confidence interval (CI) for statistical analysis. The feature
visualization is implemented using t-SNE in scikit-learn (v1.0.2).

Data availability

This study involved public and private cytology datasets for system develop-
ment. The public datasets comprising HErlev (https://mde-lab.acgean.gr/index.php/
downloads/) and SIPaKMeD (https://www.cs.uoi.gr/~marina/sipakmed.html) are
utilized for downstream task evaluation. The details of private CCS-127K dataset are
shown in Fig. 1(a) and Extended Data Table. 14.

Code availability

Source code for model development and the implementation details will be publicly
available upon paper acceptance.
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Extended Data

a. Overview of Cervical Cancer Screening (CCS)

Cervical Cancer [ Sample Collection ] [ Screening Result ]

Screening Report

p—— ONILM  Oscc

) ‘== [ ASC-US AGC-NOS
i | OLSIL  DAGCFN
OASCH OAIS

* OHsiL DOADC

Cervix Sampling Centrifugation Staining  Scanning

)l -
rl =

b. Key Challenges in CCS

Cell: Cytomorphology Similarity Slide: Gigapixel Size Center: Data Variation
- ? (7= ? ? ~100,000 pixels Center1  Center?2 Center N
W T\ wS P
HsiL_ ascH J{Ascus  Lsi SCC__ASCH ) SO

Patch: Sparsity of Abnormal Cells

REL. .. 3]
R RO

2
@ Normal Cell R

=

sjoxid 000004~

i
a

[ Abnormal Cell

c. General Al-assisted CCS System Pipeline

e —
System Pipeline
Cell Detection

( N N P N — -
Cytology CCS WSls Al Model Quantification & Visualization 1 Cell Statistics
. Results Results
NILMNILM HSIL NILMNILMNILM i
091 085 085 050 084 083
. N
-» Q |

Cell Slide

: Detector Classifier
& L J

Extended Data Fig. 1: Overview of cervical cancer screening and computa-
tional cytology. a. Illustration of cervical cells infected with human papillomavirus
(HPV), leading to cervical cancer. The cytology sample collection involves sampling,
centrifugation, staining, imaging, for cytologist examinations with screening reports.
b. Key challenges in CCS include cytomorphology similarity, sparse abnormal cell dis-
tribution, identifying abnormal cells in gigapixel-sized whole slide images (WSI), and
data variability. c¢. A general Al-assisted cancer screening pipeline, comprising a cell
detector and a slide classifier, provides quantitative and visualized predictions for both

cell-level and slide-level screening.
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Generalizable Cervical Cancer Screening via Pretraining and Adaptation (Smart-CCS)

Pretraining Stage Finetuning Stage Adaptation Stage
Large-scale Q 1 8—9 ( :. P
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Pretraining Detector Classifier Trained Evaluation
Model Centers

Extended Data Fig. 2: The conceptual illustration of proposed Smart-CCS
paradigm. It consists of three sequential stages: 1) large-scale self-supervised pre-
training, 2) CCS model finetuning, and 3) test-time adaptation.
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Superficial-
Intermediate

Parabasal Metaplastic Koilocytotic Dyskeratotic

Extended Data Fig. 3: Visualization of the effectiveness of pretraining
from SIPaKMeD [10] data using t-SNE, showcasing cervical cell images
and feature distributions both without and with pretraining. Five colors
(dark blue, light blue, light orange, deep orange, green) denote five cell categories:
superficial-intermediate (normal), parabasal (normal), metaplastic (benign), koilocy-
totic (abnormal), dyskeratotic (abnormal). Cell images are extracted with LVD-142M
pretrained ViT-Large and our CCS-127K pretrained ViT-Large encoder to obtain
1024-dimensional features, subsequently reduced by t-SNE and plotted as a scatter
plot.
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Extended Data Fig. 4: Cervical cell detection and classification perfor-
mance. a) Performance comparison of per-class AP50 of detectors, demonstrating
consistent performance improvement across all categories. b) Confusion matrix illus-
trating the classification performance of detectors, showing distinguishability between

cell types such as glandular cells and squamous cells, as well as category correlations
between ASC-US and LSIL, ASC-H and HSIL.

32



Smart-CCS System
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Extended Data Fig. 5: The integrated and interactive 1nterface of the devel-
oped cervical cancer screening system. This integrated CCS system provides
both local and global views of cytology samples, highlighting screened suspicious cells
(LSIL, HSIL, etc.) and ultimately delivering TBS diagnostic suggestions (ASC-H).
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Extended Data Fig. 6: Whole slide image preprocessing. Central circular fore-
ground is extracted from the whole-slide image (69,888 pixels in the given example)
using CLAM toolkit [37], and then cut into 1,200x 1,200 patches for further processing.
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Extended Data Fig. 7: Workflow of quality control for WSI. Quality control for
WSI involves considerations of cellularity (>5,000 per slide [9]), preparation, staining,
and scanning. Typical samples that are excluded include poor staining quality, out-of-
focus, artifacts, impurities, image corruption, dried specimens, and interfering labeling.
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Extended Data Table. 1: Abbreviations and nomencla-
ture in this study.

Abbreviations

Nomenclature

cC
CCS
NILM
ASC-US
LSIL
ASC-H
HSIL
SCC
AGC
AGC-FN
AGC-NOS
AIS
ADC
TBS
SIL
HPV
ECA
CIN

Cervical cancer

Cervical cancer screening

Negative for

intraepithelial lesion or malignancy

Atypical squamous cells of undetermined significance

Low—grade squamous intraepithelial lesion

Atypical squamous cells cannot exclude an HSIL

High—grade squamous intraepithelial lesions

S

quamous cell carcinoma

Atypical glandular cells

Atypical glandular cells, favor neoplastic

Atypical glandular cells, not otherwise specified

Adenocarcinoma in situ

Adenocarcinoma

The Bethesda system

Squamous intraepithelial lesion

Human papillomavirus

Epithelial cell abnormalities

Cervical intraepithelial neoplasia
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Extended Data Table. 2: Investigation of the effectiveness and scaling laws of
self-supervised pretraining for cell classification tasks (Top-1 accuracy). Three
cell classification datasets are evaluated, SIPaKMeD[10], HErlev [13], and CCS-Cell. The
best results are highlighted in bold.

Pretrain settings SIPaKMeD HErlev CCS-Cell
OM (w/o Pretrain) 0.926 (0.908 - 0.944) 0.842 (0.789 - 0.895) 0.827 (0.810 - 0.844)
1M 0.936 (0.919 - 0.953) 0.887 (0.841 - 0.933) 0.859 (0.843 - 0.875)
6M 0.937 (0.920 - 0.954) 0.890 (0.845 - 0.935) 0.863 (0.847 - 0.879)
30M 0.940 (0.924 - 0.956) 0.895 (0.851 - 0.939) 0.872 (0.857 - 0.887)
60M 0.942 (0.926 - 0.958) 0.905 (0.863 - 0.947) 0.883 (0.868 - 0.898)
100M 0.960 (0.946 - 0.974) 0.914 (0.873 - 0.955) 0.883 (0.868 - 0.898)
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Extended Data Table. 3: Investigation of the effectiveness and scaling
laws of self-supervised pretraining for WSI classification tasks (Top-1
accuracy). Three retrospective centers are included, and we report the overall
fine-grained classification results (ALL) along with the performance of different
groups (ECA, ASC-US+, LSIL+, and HSIL+).

Pretrain settings CCS-127K RC2 CCS-127K RC4 CCS-127K RC5
oM ECA 0.945 (0.936 - 0.954)  0.857 (0.840 - 0.873)  0.712 (0.684 - 0.740)
ASC-US+ 0.940 (0.930 - 0.949)  0.841 (0.824 - 0.858)  0.692 (0.664 - 0.721)
LSIL+ 0.949 (0.940 - 0.958)  0.842 (0.824 - 0.859)  0.788 (0.763 - 0.813)
HSIL+ 0.986 (0.981 - 0.991)  0.932 (0.920 - 0.944)  0.887 (0.868 - 0.906)
ALL 0.895 (0.883 - 0.908)  0.687 (0.665 - 0.709)  0.638 (0.608 - 0.667)
1M ECA 0.943 (0.934 - 0.952)  0.887 (0.872 - 0.899)  0.932 (0.916 - 0.947)
ASC-US+ | 0.935 (0.925 - 0.944)  0.873 (0.857 - 0.886)  0.917 (0.900 - 0.934)
LSIL+ 0.942 (0.932 - 0.951)  0.837 (0.820 - 0.852)  0.876 (0.856 - 0.896)
HSIL+ 0.983 (0.978 - 0.988)  0.916 (0.903 - 0.927)  0.946 (0.933 - 0.960)
ALL 0.889 (0.876 - 0.902)  0.711 (0.689 - 0.729)  0.792 (0.767 - 0.816)
6M ECA 0.952 (0.943 - 0.961)  0.875 (0.859 - 0.891)  0.937 (0.922 - 0.952)
ASC-US+ 0.942 (0.933 - 0.951)  0.858 (0.842 - 0.875)  0.927 (0.911 - 0.943)
LSIL+ 0.945 (0.935 - 0.954)  0.832 (0.814 - 0.850)  0.895 (0.876 - 0.914)
HSIL+ 0.985 (0.980 - 0.990)  0.917 (0.904 - 0.930)  0.948 (0.935 - 0.962)
ALL 0.897 (0.884 - 0.909) 0.693 (0.671 - 0.715)  0.808 (0.784 - 0.832)
30M ECA 0.952 (0.944 - 0.961) 0.882 (0.866 - 0.897)  0.944 (0.929 - 0.958)
ASC-US+ 0.945 (0.936 - 0.954) 0.868 (0.852 - 0.884)  0.936 (0.921 - 0.951)
LSIL+ 0.945 (0.936 - 0.954) 0.848 (0.830 - 0.865)  0.884 (0.865 - 0.904)
HSIL+ 0.984 (0.979 - 0.989) 0.927 (0.915 - 0.940)  0.946 (0.933 - 0.960)
ALL 0.896 (0.884 - 0.908)  0.717 (0.695 - 0.738)  0.808 (0.784 - 0.832)
60M ECA 0.954 (0.946 - 0.963)  0.915 (0.902 - 0.929)  0.949 (0.936 - 0.963)
ASC-US+ | 0.947 (0.938 - 0.956)  0.900 (0.886 - 0.914)  0.941 (0.926 - 0.955)
LSIL+ 0.947 (0.938 - 0.956)  0.857 (0.840 - 0.874)  0.905 (0.887 - 0.923)
HSIL+ 0.985 (0.981 - 0.990)  0.930 (0.918 - 0.942)  0.946 (0.932 - 0.959)
ALL 0.907 (0.895 - 0.919) 0.742 (0.721 - 0.763)  0.816 (0.792 - 0.840)
100M ECA 0.950 (0.942 - 0.959)  0.915 (0.902 - 0.929) 0.958 (0.946 - 0.970)
ASC-US+ | 0.942 (0.933 - 0.951)  0.898 (0.884 - 0.913)  0.949 (0.936 - 0.963)
LSIL+ 0.951 (0.943 - 0.960) 0.855 (0.838 - 0.872)  0.914 (0.897 - 0.931)
HSIL+ 0.985 (0.981 - 0.990)  0.927 (0.915 - 0.940)  0.956 (0.944 - 0.969)
ALL 0.902 (0.890 - 0.913)  0.742 (0.721 - 0.763)  0.835 (0.812 - 0.857)
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Extended Data Table. 4: Ablation experiments for self-supervised pretrain-
ing backbone (ViT-Large and ViT-Gaint) and algorithm (DINOv2 [26] and
MoCov3 [28]) (Top-1 accuracy). The best results are in bold.

Pretrain settings SIPaKMeD HErlev CCS-Cell

w/o Pretrain 0.926 (0.908 - 0.944) 0.842 (0.789 - 0.895) 0.827 (0.810 - 0.844)
ViT-Large+DINOv2 | 0.942 (0.926 - 0.958)  0.905 (0.863 - 0.947)  0.883 (0.868 - 0.898)
ViT-Gaint+DINOv2 | 0.934 (0.917 - 0.951)  0.906 (0.864 - 0.948)  0.877 (0.862 - 0.892)
ViT-Large+MoCov3 |  0.927 (0.909 - 0.945) 0.892 (0.847 - 0.937) 0.868 (0.852 - 0.884)
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Extended Data Table. 5: Overall performance and comparison of SOTA

methods for abnormal cell detection. The best results are in bold.

Model mAP AP50 mAR
YOLOv3 0.134 (0.122-0.146) 0.263 (0.248-0.278) 0.349 (0.333-0.365)
Faster R-CNN 0.206 (0.192-0.220) 0.347 (0.331-0.363) 0.432 (0.415-0.449)
RetinaNet 0.201 (0.187-0.215) 0.333 (0.317-0.349) 0.463 (0.446-0.480)
DETR 0.209 (0.195-0.223) 0.390 (0.374-0.406) 0.470 (0.453-0.487)
DDETR 0.239 (0.225-0.253) 0.406 (0.389-0.423) 0.490 (0.473—0.507)

Extended Data Table. 6: Class-wise performance and comparison of

SOTA methods for abnormal cell detection. The best results are in bold.

Model ASC-US LSIL ASC-H
YOLOv3 0.316 (0.300-0.332) 0.375 (0.359-0.391) 0.125 (0.114-0.136)
Faster R-CNN | 0.350 (0.334-0.366) 0.494 (0.477-0.511) 0.138 (0.126-0.150)
RetinaNet 0.360 (0.344-0.376) 0.491 (0.474-0.508) 0.138 (0.126-0.150)
DETR 0.431 (0.414-0.448) 0.513 (0.496-0.530)  0.219 (0.205-0.233)
DDETR 0.447 (0.430-0.464) 0.549 (0.532-0.566)  0.210 (0.196-0.224)

Extended Data Table. 7: Class-wise performance and comparison of
SOTA methods for abnormal cell detection (continued). The best results

are in bold.

Model HSIL scc AGC
YOLOv3 0.253 (0.238-0.268) 0.021 (0.016-0.026) 0.488 (0.471-0.505)
Faster R-CNN | 0.336 (0.320-0.352) 0.136 (0.124-0.148) 0.631 (0.615-0.647)
RetinaNet 0.314 (0.298-0.330) 0.077 (0.068-0.086) 0.618 (0.602-0.634)
DETR 0.397 (0.380-0.414) 0.096 (0.086-0.106) 0.671 (0.655-0.687)
DDETR 0.408 (0.391-0.425) 0.124 (0.113-0.135) 0.701 (0.686—0.716)
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Extended Data Table. 8: Internal testing results of Smart-CCS in retrospective
study (RC1-RC3).

Metrics

RC1

RC2

RC3

ECA

ASC-US+

LSIL+

HSIL+

Accuracy (95% CI)
AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)
Specificity (95% CI)
Accuracy (95% CI)
AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)
Specificity (95% CI)
Accuracy (95% CI)
AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)
Specificity (95% CI)
Accuracy (95% CI)
AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)

Specificity (95% CI)

0.663 (0.644-0.682)
0.767 (0.750-0.784)
0.710 (0.692-0.728)
0.713 (0.695-0.731)
0.654 (0.635-0.673)
0.726 (0.709-0.743)
0.767 (0.750-0.784)
0.759 (0.742-0.776)
0.626 (0.607-0.645)
0.743 (0.726-0.760)
0.807 (0.792-0.822)
0.902 (0.890-0.914)
0.859 (0.845-0.873)
0.816 (0.801-0.831)
0.807 (0.792-0.822)
0.967 (0.960-0.974)
0.943 (0.934-0.952)
0.979 (0.973-0.985)
0.750 (0.733-0.767)

0.968 (0.961-0.975)

0.940 (0.931-0.949)
0.971 (0.965-0.978)
0.940 (0.931-0.950)
0.859 (0.845-0.873)
0.961 (0.954-0.969)
0.934 (0.924-0.944)
0.967 (0.960-0.974)
0.934 (0.925-0.944)
0.852 (0.838-0.866)
0.954 (0.946-0.962)
0.911 (0.900-0.922)
0.975 (0.969-0.982)
0.923 (0.913-0.933)
0.929 (0.919-0.939)
0.909 (0.898-0.921)
0.970 (0.964-0.977)
0.982 (0.977-0.987)
0.976 (0.970-0.982)
0.826 (0.811-0.841)

0.973 (0.967-0.980)

0.968 (0.960-0.976)
0.990 (0.985-0.995)
0.968 (0.960-0.976)
0.938 (0.927-0.949)
0.978 (0.971-0.985)
0.967 (0.959-0.975)
0.990 (0.985-0.995)
0.967 (0.959-0.975)
0.932 (0.920-0.944)
0.978 (0.971-0.985)
0.848 (0.831-0.865)
0.926 (0.914-0.938)
0.896 (0.882-0.910)
0.957 (0.948-0.966)
0.844 (0.827-0.861)
0.898 (0.884-0.912)
0.934 (0.923-0.945)
0.936 (0.925-0.947)
0.800 (0.782-0.818)

0.899 (0.885-0.913)
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Extended Data Table. 9: Internal testing results of Smart-CCS in retrospective
study (RC4-RC6).

Metrics

RC4

RC5

RC6

ECA

ASC-US+

LSIL+

HSIL+

Accuracy (95% CI)
AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)
Specificity (95% CI)
Accuracy (95% CI)
AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)
Specificity (95% CI)
Accuracy (95% CI)
AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)
Specificity (95% CI)
Accuracy (95% CI)
AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)

Specificity (95% CI)

0.894 (0.879-0.908)
0.968 (0.959-0.976)
0.894 (0.879-0.908)
0.961 (0.951-0.970)
0.837 (0.819-0.855)
0.877 (0.861-0.893)
0.957 (0.947-0.967)
0.877 (0.862-0.893)
0.961 (0.952-0.971)
0.812 (0.794-0.831)
0.828 (0.810-0.846)
0.916 (0.903-0.930)
0.838 (0.820-0.855)
0.842 (0.824-0.859)
0.824 (0.806-0.842)
0.878 (0.862-0.894)
0.918 (0.904-0.931)
0.895 (0.880-0.909)
0.818 (0.800-0.837)

0.884 (0.869-0.899)

0.943 (0.928-0.957)
0.985 (0.977-0.992)
0.943 (0.928-0.957)
0.948 (0.934-0.961)
0.938 (0.923-0.952)
0.925 (0.908-0.941)
0.978 (0.968-0.987)
0.925 (0.908-0.941)
0.947 (0.933-0.961)
0.905 (0.887-0.923)
0.870 (0.849-0.891)
0.965 (0.953-0.976)
0.875 (0.855-0.896)
0.957 (0.945-0.970)
0.837 (0.814-0.860)
0.911 (0.893-0.928)
0.972 (0.962-0.983)
0.918 (0.901-0.935)
0.895 (0.876-0.914)

0.913 (0.896-0.930)

0.821 (0.796-0.846)
0.890 (0.870-0.910)
0.839 (0.816-0.863)
0.814 (0.789-0.839)
0.822 (0.798-0.847)
0.823 (0.799-0.848)
0.888 (0.868-0.909)
0.841 (0.817-0.864)
0.800 (0.774-0.826)
0.828 (0.803-0.852) )
0.831 (0.807-0.855)
0.946 (0.931-0.960)
0.864 (0.842-0.886)
0.935 (0.919-0.951)
0.821 (0.797-0.846)
0.909 (0.891-0.928)
0.973 (0.963-0.984)
0.930 (0.913-0.946)
0.897 (0.878-0.917)

0.910 (0.892-0.928)
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Extended Data Table. 10: Internal testing results of Smart-
CCS in retrospective study (RC7-RC17). Note: R14-R17 were
merged due to the limited sample size at these four centers.

Metrics

RC7

RC14-17

ECA Accuracy (95% CI)

AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)
Specificity (95% CI)
ASC-US+  Accuracy (95% CI)
AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)
Specificity (95% CI)
LSIL+ Accuracy (95% CI)
AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)
Specificity (95% CI)
HSIL+ Accuracy (95% CI)
AUC (95% CI)
F1 Score (95% CI)
Sensitivity (95% CI)

Specificity (95% CI)

0.942 (0.926-0.958)
0.971 (0.960-0.982)
0.942 (0.926-0.958)
0.857 (0.833-0.881)
0.968 (0.956-0.980)
0.948 (0.933-0.963)
0.971 (0.960-0.982)
0.948 (0.933-0.963)
0.887 (0.866-0.908)
0.965 (0.953-0.977)
0.818 (0.792-0.844)
0.888 (0.867-0.909)
0.846 (0.822-0.870)
0.795 (0.768-0.822)
0.820 (0.794-0.846)
0.890 (0.869-0.911)
0.932 (0.915-0.949)
0.913 (0.894-0.932)
0.778 (0.750-0.806)

0.895 (0.874-0.916)

0.968 (0.952-0.984)
0.971 (0.956-0.986)
0.968 (0.952-0.984)
0.940 (0.918-0.961)
0.977 (0.964-0.991)
0.970 (0.955-0.986)
0.980 (0.967-0.992)
0.970 (0.955-0.986)
0.947 (0.927-0.968)
0.978 (0.964-0.991)
0.968 (0.952-0.984)
0.996 (0.989-1.000)
0.969 (0.953-0.985)
1.000 (1.000-1.000)
0.960 (0.942-0.977)
0.921 (0.897-0.946)
0.994 (0.987-1.001)
0.939 (0.917-0.961)
1.000 (1.000-1.000)

0.918 (0.893-0.943)
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Extended Data Table. 11: External testing results of Smart-CCS in the ret-
rospective study. Base refers to the typical two-step CCS model, w/ P is adding
pretraining, w/ P&A denotes our proposed Smart-CCS with pretraining and adapta-

tion.

Metrics Base w/ P w/ P&A (ours)

RO8  Accuracy (95% CI) | 0.680 (0.650-0.711)  0.802 (0.776-0.828)  0.837 (0.820-0.854)
AUC (95% CI) 0.812 (0.787-0.837)  0.851 (0.828-0.874)  0.923 (0.911-0.935)

F1 (95% CI) 0.750 (0.722-0.778)  0.840 (0.816-0.864)  0.867 (0.851-0.882)

Sensitivity (95% CI) | 0.762 (0.735-0.790)  0.775 (0.748-0.802)  0.891 (0.877-0.905)
Specificity (95% CI) | 0.673 (0.642-0.703)  0.805 (0.779-0.830)  0.832 (0.815-0.849)

RC9  Accuracy (95% CI) | 0.812 (0.785-0.838) 0.897 (0.876-0.918)  0.938 (0.927-0.949)
AUC (95% CI) 0.897 (0.877-0.918)  0.930 (0.913-0.948)  0.963 (0.954-0.972)

F1 (95% CI) 0.823 (0.797-0.849)  0.898 (0.878-0.919)  0.937 (0.926-0.949)

Sensitivity (95% CI) | 0.821 (0.795-0.847)  0.816 (0.789-0.842)  0.833 (0.816-0.851)
Specificity (95% CI) | 0.809 (0.783-0.836)  0.921 (0.903-0.939)  0.967 (0.958-0.975)

RC10  Accuracy (95% CI) | 0.741 (0.712-0.770)  0.871 (0.849-0.893)  0.906 (0.892-0.919)
AUC (95% CI) 0.830 (0.805-0.855)  0.911 (0.892-0.930)  0.953 (0.943-0.963)

F1 (95% CI) 0.771 (0.743-0.799)  0.879 (0.857-0.901)  0.911 (0.898-0.924)

Sensitivity (95% CI) | 0.781 (0.753-0.808)  0.808 (0.782-0.834)  0.892 (0.878-0.907)
Specificity (95% CI) | 0.733 (0.704-0.762)  0.884 (0.863-0.905)  0.909 (0.895-0.922)

RC11  Accuracy (95% CI) | 0.815 (0.788-0.841)  0.886 (0.864-0.907)  0.921 (0.908-0.934)
AUC (95% CI) 0.875 (0.853-0.898)  0.935 (0.919-0.952)  0.962 (0.953-0.971)

F1 (95% CI) 0.815 (0.789-0.841)  0.887 (0.865-0.908)  0.921 (0.908-0.933)

Sensitivity (95% CI) | 0.761 (0.732-0.790)  0.895 (0.874-0.916)  0.871 (0.855—0.887)
Specificity (95% CI) | 0.846 (0.822-0.871)  0.880 (0.859-0.902) 0.951 (0.941-0.961)

RCI2  Accuracy (95% CI) | 0.804 (0.771-0.836)  0.828 (0.797-0.859)  0.871 (0.851-0.891)
AUC (95% CI) 0.871 (0.843-0.898)  0.916 (0.894-0.939)  0.941 (0.927-0.955)

F1 (95% CI) 0.804 (0.772-0.836)  0.826 (0.796-0.857)  0.871 (0.8510.891)

Sensitivity (95% CI) | 0.786 (0.752-0.819)  0.899 (0.875-0.924)  0.884 (0.865-0.903)
Specificity (95% CI) | 0.824 (0.793-0.855)  0.747 (0.712-0.783)  0.857 (0.836-0.878)

RC13  Accuracy (95% CI) | 0.644 (0.522-Q766) 0.793 (0.761-0.825)  0.828 (0.804-0.852)
AUC (95% CI) 0.635 (0.513-0.758)  0.815 (0.784-0.846)  0.880 (0.859-0.901)

F1 (95% CI) 0.644 (0.522-0.766)  0.814 (0.783-0.845)  0.846 (0.823-0.869)

Sensitivity (95% CI) | 0.659 (0.621-0.697)  0.950 (0.939-0.960)  0.771 (0.744-0.798)
Specificity (95% CI) | 0.594 (0.468-0.719) 0.816 (0.785-0.847) 0.838 (0.814-0.861)




Extended Data Table. 12: Performance comparisons
of different classification methods in WSI classifica-
tion task (AUC (95% CI)). The best results are in bold.

Methods Internal Test External Test
MeanMIL 0.965 (0.961-0.969) 0.950 (0.945-0.954)
MaxMIL 0.957 (0.953-0.961) 0.933 (0.928-0.938)
ABMIL [34] 0.965 (0.961-0.969) 0.947 (0.942-0.952)
DSMIL [35] 0.959 (0.955-0.964) 0.938 (0.933-0.943)
CLAM-SB [36] 0.964 (0.960-0.968) 0.919 (0.914-0.925)
TransMIL [37] 0.966 (0.962-0.970) 0.951 (0.946-0.955)
S4MIL [38] 0.969 (0.966—-0.973) 0.953 (0.948-0.957)
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Extended Data Table. 13: Performance of cervical cytology cancer
screening in the prospective study across three centers (PC1-PC3).

Metrics PC1 (N=998) PC2 (N=1,311) PC3 (N=1,044)

Accuracy (95% CI) | 0.877 (0.856-0.897) 0.862 (0.843-0.881)  0.950 (0.937-0.963)
AUC (95% CI) 0.947 (0.933-0.961)  0.924 (0.910-0.938)  0.986 (0.979-0.993)
F1 Score (95% CI) | 0.877 (0.857-0.898) 0.867 (0.848-0.885)  0.951 (0.938-0.964)

Sensitivity (95% CI) | 0.893 (0.874-0.912) 0.881 (0.864-0.899)  0.946 (0.932-0.960)

Specificity (95% CI) | 0.864 (0.843-0.885)  0.855 (0.836-0.874)  0.952 (0.939-0.965)
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Extended Data Table. 14: Statistics of the CCS-127K
dataset with the number of WSIs and corresponding
patches at each center.

Center | WSI Patch Center WSI Patch
RC1 12,598 | 26,980,754 RC26 60 63,215
RC2 14,529 | 17,400,701 RC27 239 102,381
RC3 9,039 | 27,416,532 RC28 33 22,435
RC4 8,432 | 14,811,441 | RC29 20 23,921
RC5 17,623 | 33,845,451 RC30 13 63,745
RC6 5,773 | 15,692,295 RC31 10 5,527
RC7 8,139 | 31,573,365 RC32 5,516 2,290,698
RC8 1,873 2,002,922 RC33 160 354,062
RC9 2,013 6,085,661 RC34 1,319 1,732,829
RC10 1,797 1,776,018 RC35 543 1,921,444
RC11 3,400 8,420,141 RC36 491 2,970,771
RC12 1,097 | 1,867,367 RC37 6 10,337
RC13 1,876 371,098 RC38 39 42,763
RC14 12,823 | 12,832,172 RC39 13 14,433
RC15 657 979,460 RC40 127 181,802
RC16 588 68,299 RC41 190 63,359
RC17 707 231,009 RC42 7,002 9,228,021
RC18 491 451,371 RC43 330 54,372
RC19 494 300,671 RC44 451 428,447
RC20 933 1,749,139 RC45 14 45,227
RC21 234 85,197 PC1 998 421,901
RC22 2,045 372,867 PC2 1,311 788,410
RC23 192 223,526 PC3 1,044 602,583
RC24 108 51,613 Total 127,471 | 227,266,352
RC25 81 244,599
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Extended Data Table. 15: Hyperparameters
used for self-supervised pretraining.

Hyperparameters Value
Layer number 24
Feature dimension 1,024
Patch size 14
Model Heads number 16
FFN layer MLP
Drop path ratio 0.4
Layer scale 1.00e-05
Loss weight DINO 1
iBOT 1
Teacher momentum 0.994
Total batch size 1,024
Base learning rate 1.00e-04
Minimum learning rate | 1.00e-06
Global crops scale 0.32, 1.0
Optimization Global crops size 224
Local crops scale 0.02, 0.32
Local crops size 98
Local crops number 8
Gradient clip 3
Warmup iterations 50,000
Total iterations 500,000

48



Extended Data Table. 16: Hyperparameters used for cell detector
and WSI classifier in CCS model.

Abnormal Cell Detector

backbone ResNet50
num_encoder_layers 6
num_decoder_layers 6
num-queries 300
num _classes 7
dropout 0.1
epoch 100
‘WSI Classifier
classifier ABMIL, MeanMIL, MaxMIL, CLAM, DSMIL, TransMIL, SAMIL
top-k 50
epoch 50
num_classes 7
in_dim 1,024
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